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Abstract 

Metode structural equation modelling (SEM) memiliki kemampuan analisis dan prediksi 

yang lebih hebat (stronger predicting power) dibandingkan analisis jalur dan regresi berganda 

karena SEM mampu menganalisis sampai pada level terdalam terhadap variabel atau konstruk 

yang diteliti. Literature review ini bertujuan mendeskripsikan penggunaan structural equation 

modelling pada penelitian. Secara umum, SEM dapat digunakan untuk menganalisis model 

penelitian yang memiliki beberapa variabel independen (exogen) dan dependen (endogen) serta 

variabel moderating atau intervening. SEM memberikan beberapa manfaat dan keuntungan bagi 

para peneliti, diantaranya membangun model penelitian dengan banyak variabel, meneliti variabel 

atau konstruk yang tidak dapat teramati atau tidak dapat diukur secara langsung (unobserved), 

menguji kesalahan pengukuran (measurement error) untuk variabel atau konstruk yang teramati 

(observed) dan confirmatory factor analysis. Secara garis besar metode SEM dapat digolongkan 

menjadi dua jenis, yaitu covariance based structural equation modeling (CB-SEM) dan variance 

atau component based SEM (VB-SEM) yang meliputi partial least square (PLS) dan generalized 

structural component analysis (GSCA). Literature review ini bertujuan mendeskripsikan 

penggunaan structural equation modelling pada penelitian. 

Keywords: data analysis, predicting power, social research, structural equation modelling, 

variable. 

1.Introduction

Sifat dasar manusia ingin terus maju dan berkembang guna mencapai kualitas kehidupan 

yang lebih baik. Hal ini juga terjadi dalam dunia penelitian. Para ahli ilmu-ilmu sosial atau 

behavioral termasuk manajemen secara konsisten terus mengembangkan metode penelitian yang 

dapat digunakan untuk mendapatkan kualitas hasil penelitian yang lebih baik, sempurna, cepat, 

mailto:rachmathidayat@fk.unsri.ac.id


akurat, efektif dan efisien. Para ahli dalam bidang ilmu sosial atau behavioral termasuk manajemen 

telah mengembangkan sebuah metode penelitian yang disebut Structural Equation Modeling 

(SEM). Pada awalnya, metode SEM hanya bagus pada tataran konsepsi. Metode SEM pada saat 

itu masih belum bisa dioperasionalisasikan karena keterbatasan teknologi. Dengan pesatnya 

perkembangan teknologi komputer, metode SEM saat ini menjadi semakin dikenal dan banyak 

digunakan dalam penelitian behavioral dan manajemen. Metode SEM merupakan perkembangan 

dari analisis jalur (path analysis) dan regresi berganda (multiple regression) yang sama-sama 

merupakan bentuk model analisis multivariat (multivariate analysis). Dalam analisis yang bersifat 

asosiatif, multivariate-korelasional atau kausal-efek, metode SEM seakan mematahkan dominasi 

penggunaan analisis jalur dan regresi berganda yang telah digunakan selama beberapa dekade. 

Dibandingkan dengan analisis jalur dan regresi berganda, metode SEM lebih unggul karena dapat 

menganalisis data secara lebih komporehensif. Analisis data pada analisis jalur dan regresi 

berganda hanya dilakukan terhadap data total score variabel yang merupakan jumlah dari butir -

butir instrumen penelitian. Dengan demikian, analisis jalur dan regresi berganda sebenarnya hanya 

dilakukan pada tingkat variabel laten (unobserved). Sedangkan analisis data pada metode SEM 

bisa menusuk lebih dalam karena dilakukan terhadap setiap score butir pertanyaan sebuah 

instrumen variabel penelitian. Butir-butir instrumen dalam analisis SEM disebut sebagai variabel 

manifes (observed) atau indikator dari sebuah konstruk atau variabel laten.  

Metode SEM memiliki kemampuan analisis dan prediksi yang lebih hebat (stronger 

predicting power) dibandingkan analisis jalur dan regresi berganda karena SEM mampu 

menganalisis sampai pada level terdalam terhadap variabel atau konstruk yang diteliti. Metode 

SEM lebih koprehensif dalam menjelaskan fenomena penelitian. Sementara analisis jalur dan 

regresi berganda hanya mampu menjangkau level variabel laten sehingga mengalami jalan buntu 

untuk mengurai dan menganalisis fenomena empiris yang terjadi pada level butir-butir atau 

indicator indikator dari variabel laten. Dilihat dari data yang digunakan, analisis jalur dan regresi 

berganda sejatinya hanya menjangkau kulit luar sebuah model penelitian. Sedangkan metode SEM 

dapat diibaratkan mampu menjangkau sekaligus mengurai dan menganalisis isi perut terdalam 

sebuah model penelitian. Metode SEM diharapkan mampu menjawab kelemahan dan kebuntuan 

yang dihadapi metode multivariat generasi sebelumnya, yaitu analisis jalur dan regresi berganda. 

Perkembangan metode SEM menjadi semakin signifikan dalam praktek penelitian sosial, 

behavioral dan manajemen seiring dengan kemajuan teknologi informasi. Banyak metode statistik 



multivariat yang pada tahun 1950-an sulit dioperasionalisasikan secara manual, seperti analisis 

faktor, regresi berganda yang lebih dari tiga variabel bebas, analisis jalur dan analisis diskriminan 

berangsur angsur menjadi niscaya karena ditemukannya program-program komputer seperti : 

SPSS (Statistical Package for Social Science), Minitab, Prostat, QSB, SAZAM, dll. Metode SEM 

saat ini diperkirakan sebagai metode multivariate yang paling dominan. Program komputer yang 

saat ini dapat digunakan untuk mengolah data pada penelitian metode SEM diantaranya AMOS, 

LISREL, PLS, GSCA, dan TETRAD. Literature review ini bertujuan mendeskripsikan 

penggunaan structural equation modelling pada penelitian. 

 

Manfaat SEM dalam penelitian 

Secara umum, SEM dapat digunakan untuk menganalisis model penelitian yang memiliki 

beberapa variabel independen (exogen) dan dependen (endogen) serta variabel moderating atau 

intervening. SEM memberikan beberapa manfaat dan keuntungan bagi para peneliti, diantaranya 

membangun model penelitian dengan banyak variabel, meneliti variabel atau konstruk yang tidak 

dapat teramati atau tidak dapat diukur secara langsung (unobserved), menguji kesalahan 

pengukuran (measurement error) untuk variabel atau konstruk yang teramati (observed), 

mengkonfirmasi teori sesuai dengan data penelitian (confirmatory factor analysis), dapat 

menjawab berbagai masalah riset dalam suatu set analisis secara lebih sistematis dan 

komprehensif; lebih ilustratif, kokoh dan handal dibandingkan model regresi ketika memodelkan 

interaksi, non-linieritas, pengukuran error, korelasi error terms, dan korelasi antar variabel laten 

independen berganda; digunakan sebagai alternatif analisis jalur dan analisis data runtut waktu 

(time series) yang berbasis kovariat; analisis faktor, jalur dan regresi; menjelaskan keterkaitan 

variabel secara kompleks dan efek langsung maupun tidak langsung dari satu atau beberapa 

variabel terhadap variabel lainnya; dan memiliki fleksibilitas yang lebih tinggi bagi peneliti untuk 

menghubungkan antara teori dengan data. 

 

3. Jenis-jenis SEM 

 Seperti yang telah diungkapkan diatas, secara garis besar metode SEM dapat digolongkan 

menjadi dua jenis, yaitu covariance based structural equation modeling (CB-SEM) dan variance 

atau component based SEM (VB-SEM) yang meliputi partial least square (PLS) dan generalized 

structural component analysis (GSCA). Varian adalah penyimpangan data dari nilai mean (rata-



rata) data sampel. Varian mengukur penyimpangan data dari nilai mean suatu sampel, sehingga 

merupakan suatu ukuran untuk variabel-variabel metrik. Secara matematik, varians adalah rata-

rata perbedaan kuadrat antara tiap-tiap observasi dengan mean, sehingga varians adalah nilai rata-

rata kuadrat dari standar deviasi. Suatu variabel pasti memiliki varians yang selalu bernilai positif, 

jika nol maka bukan variabel tapi konstanta. Sedangkan covariance menunjukkan hubungan linear 

yang terjadi antara dua variabel, yaitu X dan Y. Jika suatu variabel memiliki hubungan linear 

positif, maka kovariannya adalah positif. Jika hubungan antara X dan Y berlawanan, maka 

kovariannya adalah negatif. Jika tidak terdapat hubungan antara dua variabel X dan Y, maka 

kovariannya adalah nol. 

 

Covariance based structural equation modeling (CB-SEM) 

SEM berbasis covariance (CB-SEM) dikembangkan pertama kali oleh Joreskog (1973), Keesling 

(1972) dan Wiley (1973). CB-SEM mulai populer setelah tersedianya program LISREL III yang 

dikembangkan oleh Joreskog dan Sorbom pada pertengahan tahun 1970-an. Dengan menggunakan 

fungsi maximum likelihood (ML), CB-SEM berusaha meminimumkan perbedaan antara 

covariance matrix sampel dengan covariance matrix prediksi oleh model teoritis sehingga proses 

estimasi menghasilkan residual covariance matrix yang nilainya kecil mendekati nol. Beberapa hal 

yang perlu diperhatikan dalam analisis CB-SEM diantaranya :  

a. Asumsi penggunaan CB-SEM seperti analisis parametrik. Asumsi yang harus dipenuhi yaitu 

variabel yang diobservasi harus memiliki multivariate normal distribution serta observasi harus 

independen satu sama lain. Jika sample kecil dan tidak asimptotik akan memberikan hasil estimasi 

paramater dan model statistik yang tidak baik atau bahkan menghasilkan varian negatif yang 

disebut Heywood Case.  

b. Jumlah sampel yang kecil secara potensial akan menghasilkan kesalahan Tipe II yaitu model 

yang jelek masih menghasilkan model yang fit.  

c. Analisis CB-SEM mengharuskan bentuk variabel laten yang indikatornya bersifat reflektif. 

Dalam model reflektif, indikator atau manifest dianggap variabel yang dipengaruhi oleh variabel 

laten sesuai dengan teori pengukuran klasik. Pada model indikator reflektif, indikator-indikator 

pada suatu konstruk (variabel laten) dipengaruhi oleh konsep yang sama. Perubahan dalam satu 

item atau indikator akan mempengaruhi perubahan indikator lainnya dengan arah yang sama. 

Adapun contoh yang dimaksud sebagai variable reflektif ialah :  



 

 

 

 

 

 

Gambar 1. Contoh variable refletif dari variable laten (konstruk). Demokratis, autokratis dan Laizez-faire 

merupakan variable reflektif dari kepemimpinan. Variabel reflektif merupakan variable yang menjauhi 

variable laten (konstruk) sebagaiman terlihat dalam panah biru diatas. 

 

Variance based SEM (VB-SEM) 

 PLS-SEM 

 PLS-SEM bertujuan untuk menguji hubungan prediktif  antar konstruk dengan melihat apakah 

ada hubungan atau pengaruh antar konstruk tersebut. Konsekuensi logis penggunaan PLS-SEM 

adalah pengujian dapat dilakukan tanpa dasar teori yang kuat, mengabaikan beberapa asumsi (non-

parametrik) dan parameter ketepatan model prediksi dilihat dari nilai koefisien determinasi (R2). 

PLS-SEM sangat tepat digunakan pada penelitian yang bertujuan mengembangkan teori. PLS-

SEM dikembangkan untuk mengatasi pengujian yang tidak bisa dilakukan dengan CB-SEM. 

Misalnya pada pengujian variable formatif, Adapun contoh variable formatif dibawah ini :  

 

 

 

 

 

 

Gambar 1. Contoh variable formatif dari variable laten (konstruk). Pendidikan, Pekerjaan dan Pendapatan  

merupakan variable formatif dari status social ekonomi. Variabel formatif  merupakan variable yang menuju 

atau mempengaruhi atau membentuk variable laten (konstruk) sebagaiman terlihat dalam panah biru diatas. 
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  GSCA menggabungkan karakteristik yang terdapat pada CB-SEM dan PLS-SEM. GSCA 

dapat meng-handle variabel laten dengan banyak indikator sama seperti PLS-SEM, mensyaratkan 

kriteria goodness of fit model serta indikator dan konstruknya harus berkorelasi sepert i CB-SEM. 

Metode GSCA sampai saat ini jarang digunakan secara luas oleh para peneliti karena metode ini 

relatif masih baru. GSCA memiliki tujuan yang sama dengan PLS-SEM, tidak mensyaratkan 

asumsi multivariate normality data, dan bisa dilakukan pengujian tanpa dasar teori yang kuat 

dengan jumlah sampel yang kecil. 

 

Model covariance-based SEM (CB-SEM) sering disebut hard-modeling, sedangkan 

component-based atau variance-based SEM (VB-SEM) modeling disebut soft-modeling. Hard 

modeling bertujuan memberikan pernyataan tetang hubungan kausalitas atau memberikan 

deskripsi mekanisme hubungan kausalitas (sebab-akibat). Hal ini memberikan gambaran yang 

ideal secara ilmiah dalam analisis data. Namun demikian, data yang akan dianalisis tidak selalu 

memenuhi kriteria ideal sehingga tidak dapat dianalisis dengan hard modeling. Sebagai solusinya, 

soft modeling mencoba menganalisis data yang tidak ideal. Secara harafiah, soft sebenarnya 

memiliki arti lunak atau lembut, namun dalam kontek penelitian soft diartikan sebagai ti dak 

mendasarkan pada asumsi skala pengukuran, distribusi data dan jumlah sampel. Tujuan utama 

analisis dengan hard modeling adalah menguji hubungan kausalitas antar yang sudah dibangun 

berdasarkan teori, apakah model dapat dikonfirmasi dengan data empirisnya. Sedangkan tujuan 

utama analisis soft modeling bertujuan mencari hubungan linear prediktif antar konstruk laten. 

Perlu dipahami bahwa hubungan kausalitas atau estimasi tidak sama dengan hubungan prediktif. 

Pada hubungan kausalitas, CB-SEM mencari invariant parameter yang secara struktural atau 

fungsional menggambarkan bagaimana sistem di dunia ini bekerja. Invariant parameter 

menggambarkan hubungan kausalitas antar variabel dalam sistem tertutup (closed system) 

sehingga kejadian yang ada dapat dikendalikan secara penuh. Sedangkan pada Partial Least 

Square, Variance atau Component-Based SEM, hubungan linear yang optimal antar laten dihitung 

dan diinterpretasikan sebagai hubungan prediktif terbaik yang tersedia dengan segala keterbatasan 

yang ada. Sehingga kejadian yang ada tidak dapat dikendalikan secara penuh. Jika data yang akan 

dianalisis memenuhi semua asumsi yang dipersyaratkan oleh CB-SEM, maka sebaiknya peneliti 

menganalisis data dengan hard modeling menggunakan Software yang sesuai, seperti AMOS, 

LISREL.  



Jika data tidak memenuhi semua asumsi yang dipersyaratkan namun peneliti tetap 

menggunakan analisis hard modeling atau CB-SEM, maka beberapa masalah yang mungkin akan 

dihadapi adalah : terjadi im-proper solution atau solusi yang tidak sempurana, karena adanya 

Heywood Case, yaitu gejala nilai varian yang negatif; model menjadi un-identified karena terjadi 

faktor indeterminacy; dan non-convergence algorithm. Bila kondisi di atas terjadi dan kita masih 

ingin menganalisis data, maka tujuan kita ubah bukan mencari hubungan kausalitas antar variabel, 

tapi mencari hubungan linear prediktif optimal dengan menggunakan component atau variance 

based-SEM.  

Berdasarkan tujuannya riset empiris paradigma kuantitatif dapat dibagi menjadi dua, yaitu 

estimasi dan prediksi. Riset estimasi adalah riset yang bertujuan untuk menguji suatu model 

empiris dengan pengukur-pengukur yang valid dan reliabel. Pengujian dan pengukuran dilakukan 

pada level indikator. Hipotesis yang diuji adalah hipotesis model. Kriteria pengukuran untuk 

menguji kelayakan model disebut goodness of fit test. Untuk tujuan riset estimasi, CB-SEM adalah 

teknik yang tepat untuk digunakan. Riset prediksi adalah riset yang bertujuan untuk menguji 

pengaruh antar konstruk untuk memprediksi hubungan sebab akibat. Pengujian dan pengukuran 

dilakukan pada level konstruk atau variabel laten. Hipotesis yang dilakukan pada umumnya 

hipotesis parsial. Kriteria pengujian parsial dengan uji signifikansi prediksi hubungan antar 

variabel dengan menggunakan uji t-statistik. Teknik PLS-SEM dan regresi adalah pilihan teknik 

statistik yang tepat untuk digunakan. Jadi component atau variance based SEM (PLS dan GSCA) 

hanya digunakan jika data yang kita miliki tidak dapat diselesaikan dengan covariance based SEM 

(CB-SEM). 

Conclusion 

SEM dapat digunakan untuk menganalisis model penelitian yang memiliki beberapa variabel 

independen dan dependen serta variabel moderating atau intervening. 
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Abstract→3 

Relationships between variables in structural equation modeling (SEM) form a structural model.  

This structural model can be explained through structural equations as in regression analysis. This 

structural equation describes the prediction of latent (exogenous) independent variables against 

latent (endogenous) dependent variables.  Researchers who use analysis with structural equation 

models need to know whether models built with empirical data have unique values or not so that 

the model can be estimated. If a model does not have a unique value then it is unidentified.  The 

reason a model is categorized as unidentified  is because the information contained in the empirical 

data is not enough to produce a unique solution in calculating the model's estimation parameters.  

This literature review  aims to describe the process of data analysis using  SEM. 

Keywords: Data analysis, Structural equation modelling, Variable. →2 

 

1.Introduction→4 

 There is a principle difference between regression and path analysis with SEM in terms of 

variable measurement. In the regression analysis,  dependent and independent variables are 

variables that can be measured directly (observable), while in SEM dependent and independent 

variables are variables that cannot be measured directly (unobservable). Unobserved variables are 

also often called latent variables. The structural equation model or SEM is a model that  explains 

the relationship between latent variables so that the SEM model is often referred to as latent 

analysis or linear structural relationship. The relationship between variables in SEM is the same 
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as the relationship in path analysis. However, in explaining the relationship between latent 

variables, the SEM model is different from path analysis where path analysis uses observable 

variables while SEM uses unobservable variables. Relationships between variables in SEM form 

a structural model.  This structural model can be explained through structural equations as in 

regression analysis. This structural equation describes the prediction of latent (exogenous) 

independent variables against latent (endogenous) dependent variables. 

 

2. Model Specifications 

 SEM begins by specifying a research model. The analysis will not begin until the researcher 

has specified a model that shows the relationships between the variables to be analyzed. Through 

the steps below, the researcher can obtain the desired model; 

• Define the latent variables of the study. 

• Define observed variables. 

• Define the relationship between latent variables and observed variables.  Pay attention to 

the  constructive aspect of the  variable unidimensional or multidimensional.   A 

unidimensional  construct (first order construct) is a  construct that directly describes the   

relationship between a latent  variable and a  reflectively observed variable  (the direction 

of the  arrow away from the latent variable) or   formatively (the direction of the arrow 

towards the latent variable).   A multidimensional construct (second order construct) is a  

construct formed from several unidimensional  constructs. 

 

 

 

  

 

Figure 1.  Unidimensional construct (First order construct). 
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Figure 2.  Multi-dimensional construct (Second order construct). 

 

3. Model Identification 

Researchers who use analysis with structural equation models need to know whether 

models built with empirical data have unique values or not so that the model can be estimated. If 

a model does not have a unique value then it is unidentified.  The reason a model is categorized as 

unidentified  is because the information contained in the empirical data is not enough to produce 

a unique solution in calculating the model's estimation parameters. An example of  an under-

identified  case is A x B = 1000. The question is, what is the value of A or B? To determine the 

magnitude of the value of A or B, of course, the answer varies greatly, it can be 100 x 10, 500 x 2, 

250 x 4, 200 x 5 or 1 x 1000. To ensure an answer, we must select the most appropriate (unique) 

answer called model identification. This example also occurs in SEM, where constructed 

theoretical models and empirical data are not enough to produce one unique solution in calculating 

the estimated parameters of the model. However, if we specify the value of A = 100, then 

automatically the value of B = 10. This can also be done in SEM analysis, to overcome unidentified  

models by constraining models with: 

• Adding indicators or manifest variables of latent constructs, 

• Determining the value  of additional fixed parameters so as to produce a positive 

calculation  of the degree of freedom (this method is most often used by researchers), 

• Assume that one parameter has the same value. 

 



It should be noted that the use of the above three methods to change an under-identified  model 

must be theoretical, not merely done so that the model can be identified. 

There are three possibilities for model identification in SEM: 

• Under-identified Model, where the value of t ≥ s / 2; that is, a model with the number of 

parameters estimated to be greater than the number of known data (the data is the  variance 

and covariance of the observed variables). For example, there is the Equation X + Y = 10, 

representing 1 piece of known data and 2 parameters to be estimated, namely X and Y, 

then the number of df =  1-2 = -1. From the understanding of  unidentified models in SEM 

has df = number of known data – the number of parameters estimated < 0. So it can be 

concluded that under-identified  models have a negative df. 

• Just-Identified Model, where t = s/2; i.e. a model with the number of parameters estimated 

equal to the known data.  For example, there are two equations X + Y = 10 and X + 2Y = 

16, which are 2 pieces of known data and 2 parameters to be estimated, namely X and Y, 

then the number of df =  2-2 = 0. So it can be concluded that just-identified  models have 

zero  df. 

• Over-Identified Model, where t ≤ s/2; i.e. a model with an estimated number of parameters 

smaller than the number of known data. For example, there are three equations X + Y = 

10, X + 2Y = 16 and 3X + 2Y = 22, which are 3 pieces of known data and 2 parameters to 

be estimated, namely X and Y, then the number of df =  3-2 = 1. So it can be concluded 

that over-identified  models have a positive df. 

Information: 

t = number of estimated parameters, 

s = number of variants and covariance between indicators. 

 

5. Model Fit Test (Assessment  of Fit) 

a.  Overall Fit of the Model. 

The first stage of the match test is shown to evaluate in general terms the degree of 

goodness of fit (GOF) between the data and the model. Assessing the overall fit of the model in 

SEM cannot be done directly as in other multivariate techniques (multiple regression, discriminant 

analysis, MANOVA, etc.). SEM does not have one of the best statistical tests that can explain the 

predictive power of the model. Instead, researchers have developed several sizes of GOF or  



Goodness of Fit Indices (GOFI) that can be used in tandem or in combination. This circumstance 

makes the overall fit test stage a move that invites a lot of debate and controversy. The controversy 

and debate surrounding the GOF arises when the question of size arises in the discussion, i.e. how 

much of a fit can be said to be accepted? Apart from the controversy, there was finally a consesus 

among researchers, some of whom were: 

• The best clue in assessing the suitability of a model is a strong theory of substance. If the 

model only shows or represents a substantive theory that is not strong, and although the 

model has an excellent fit, it is rather difficult for us to judge the model. 

•  The Chi-square (X2)  statistical test should not be the only basis for determining the 

suitability of the data to the model. 

• None of the GOF or GOF Indices (GOFI) measures can exclusively be used as a basis for 

evaluating the overall fit of the model. GOFI is grouped into three parts, namely absolute 

fit measures, incremental  fit measures and parsimonious fit measures.  

 

Absolute Fit Size 

The absolute fit measure determines the degree of prediction of the overall model (structural and 

measuring models) against the correlation matrix and covariance. This measure contains measures 

that represent the overall fit  point of view mentioned earlier. Of the various absolute fit measures, 

the measures that are usually used to evaluate SEM are:  

1. Chi-square (X2). A low Chi-square  (X 2)  value that results in significance level  > 

0.05 or (p > 0.05) indicating a null hypothesis is accepted. This means that the 

predicted input matrix with the actual one is not statistically different. Chi-square  

(X 2) cannot be used the only size fits the entire model, one of the reasons is because 

Chi-square (X2) is sensitive to the sample size. 

2. Non-Centrality Parameter (NCP).  Like X2, NCP is also a measure of  badness of 

fit where the greater the difference between Σ and Σ(Ө) the greater the NCP value. 

So, we need to look for NCPs that are small or low in value. 

3. Goodness of Fit Index (GFI).  GFI values range from 0 (poor fit) to 1 (perfect fit), 

and GFI values > 0.90 are  good  fit, while 0.80 < GFI < 0.90 are often referred to 

as marginal fit.  



4. Root Mean Square Residual (RMR).  RMR represents the average value of all 

standardized residuals, and has about from 0 to 1. Models that have a good fit will 

have an RMR value smaller than 0.05. 

5. Root Mean Square Error of Approximation (RMSEA).  RMSEA values between 

0.08 and 0.10 indicate  marginal fit, and RMSEA values > 0.10 indicate poor fit. 

6. Single sample cross-validation index/expected cross-validation index (ECVI).  

ECVI is used for model comparison and the smaller the ECVI of a model the better 

the degree of fit. 

 

Incremental Match Size 

Incremental match measures compare the proposed model with the baseline model often referred 

to as the null  model or independence  model and saturated model.  A null  model is a model with 

the worst fit.  Saturated models are the ones with the best fit. The concept of incremental match 

would put the data-model match rate between the  null  model and the saturated model. The data-

model match rate that resides between the  null  model and the saturated  model is called a nested 

model.  Of the various incremental match sizes, the measures typically used to evaluate SEM are: 

1. Adjusted Goodness of Fit Index (AGFI). NAGFI values range from 0 to 1and AGFI 

values > 0.90 indicate good fit. While 0.80 < GFI < 0.90 is often referred to as 

marginal fit. 

2. Tucker-Lewis Index / Non Normed Fit Index (TLI/NNFI).  TLI values range from 

0 to 1.0, with TLI values > 0.90 indicating  good  fit and 0.80 < TLI< 0.90 is 

marginal fit. 

3. Normed Fit Index (NFI).  This NFI has values that range from 0 to 1. NFI values > 

0.90 indicate  good fit, while 0.80 < NFI < 0.90 are often referred to as marginal 

fit. 

4. Relative Fit Index (RFI). NRFI values will range from 0 to 1. An RFI value > 0.90 

indicates  good fit, while 0.80 < RFI < 0.90 is often referred to as marginal fit. 

5. Incremental Fit Index (IFI).  The value of the IFI will range from 0 to 1. An IFI 

value > 0.90 indicates  good fit, while 0.80 < an IFI < 0.90 is often referred to as 

marginal fit. 



6. Comparative Fit Index (CFI).  CFI values will range from 0 to 1. A CFI value > 

0.90 indicates a  good fit, while a 0.80 < a CFI < 0.90 is often referred to as a 

marginal fit. 

 

Parsimoni match size 

Models with relatively few parameters (and relatively many degrees of freedom) are often known 

as models that have parsimony or high efficiency. Whereas a model with many parameters (  and 

a little degree of freedom) can be said to be a complex and less parsimony model. Of the various 

sizes of parsimony fit, the measures that are usually used to evaluate SEM are: 

1. Parsimonious Normed Fit Index (PNFI).  Higher  PNFI values are better. The use 

of PNFI is mainly for the comparison of two or more models that have different  

degrees of freedom. PNFI is used to compare alternative models, and there is no 

acceptable match rate recommendation. However, when comparing 2 models, the 

difference in PNFI values of 0.06 to 0.09 indicates a considerable difference in 

models.  

2. Parsimonious goodness of fit index (PGFI).  PGFI values range between 0 and 1, 

with higher values indicating a better parsimoni model. 

3. Normed Chi-square. Recommended values: lower limit: 1.0, upper limit: 2.0 or 3.0 

and looser 5.0. 

4. Akaike information criterion (AIC).  A small, near-zero AIC value indicates a better 

match, as well as a higher parsimony. 

 

Measurement model fit (measurement model analysis) 

 The suitability of the measurement model is carried out by conducting validity and 

reliability tests. Validity relates to whether a variable measures what it should measure. Although 

validity can never be proved, but support towards such proof can be developed. A variable is said 

to have good validity to its latent construct or variable, if: the value of t load factor is greater than 

the critical value or >1.96 or practically >2), and its standard load factor (standardized loading 

factors) >0.70. Reliability is the consistency of a measurement. High reliability indicates that the 

indicator has a high consistency in measuring its latent construct. To measure reliability in SEM 

will be used: composite reliability  measure and variance extracted measure (variant extract size). 



A construct has good reliability, if its  Construct Reliability  (CR) value is > 0.70 and its  Variance 

Extracted (VE) value is > 0.50.  

 

Structural Model Fit (Structural model analysis) 

Analysis of structural models includes an examination of the significance of the estimated 

coefficients. The SEM method and its Software not only provide the estimated values of the 

coefficients but also the t-calculated values for each coefficient. By specifying a significant degree 

(usually = 0.50), then each coefficient representing a hypothesized causal relationship can be 

statistically tested for significance. In addition to this, it is also necessary to evaluate the standard 

solution where all beta coefficients on multiple regressions, that is, coefficient values close to zero 

indicate a smaller influence. The increase in the value of this coefficient corresponds to an increase 

in the importance of the variable in question in the causal relationship. As a comprehensive 

measure of structural equations, the overall coefficient of determination (R2) is calculated as in 

multiple regression. 

 

Respecification/modification and modeling strategy 

Respecification is the next step after the match test is carried out. The implementation of 

the respecification is highly dependent on the modeling strategy to be used. There are 3 modeling 

strategies to choose from in SEM, namely: 

1.  Confirmatory modeling strategy.  In this modeling strategy, a single model is formulated 

or specified, then empirical data collection is carried out to be tested for significance. This 

test will result in an acceptance or rejection of the model. This strategy does not require 

respecification. 

2.  Competing modeling strategy.  In this modeling strategy several alternative models are 

specified and based on the analysis of a group of empirical data one of the most suitable 

models is selected. In this strategy, respecification is only necessary if alternative models 

are developed from several existing models. 

3. Model development strategy. In this modeling strategy an initial model is specified and 

empirical data is collected. If the initial model does not match the existing data, then the 

model is modified and retested with the same data. Several models can be tested in this 

process with the aim of finding a single model that not only matches the data well, but also 



has the property that each of its parameters can be interpreted properly. Respecification of 

the model can be done on a theory-driven or data-driven basis, however, respecation based 

on theory-driven  is recommended   

 

Confirmatory modeling (SC) strategies are rarely encountered, as generally researchers are 

not satisfied enough with simply rejecting a model without proposing an alternative model. 

Currently the most used in research is the model development strategy. After the model estimation 

is carried out, the researcher can still make modifications to the developed model if it turns out 

that the resulting estimate has a large residual. However, modifications can only be made if the 

researcher has a strong enough theoretical justification,  because SEM is not intended to produce 

a theory, but to test a model that has a correct theoretical footing, therefore to provide an interplay 

as to whether the theory-based model being tested is directly acceptable or needs modification, the 

researcher must focus his attention on the predictive power of the model, namely by observing the 

residual magnitude that  Generated. If in  the standardized residual covariances matrix there is a 

value outside the range of -2.58 < the  residual < 2.58 and probability (P) if < 0.05 then the 

estimated model needs to be further modified based on the modification index by choosing the 

largest modification index (MI) and has a theoretical basis. The largest MI will indicate that if the 

coefficient is estimated, there will be a significant reduction in the value of  chi square (X2). In 

SEM software, the modification index is listed in the  output so that the researcher only needs to 

choose which coefficient to estimate. If the value of chi square (X2) is still not significant, the next 

largest MI value is sought and so on. 

 

Conclusion→5 

The  data analysis process  using SEM starts from model specifications, model identification, 

model  match  tests  and  specifications/modifications and modeling strategies.  modifications can 

only be made if the researcher has a strong enough theoretical  justification,  because SEM is not 

intended to produce a theory, but to test a model that has a correct theoretical footing, therefore to 

provide an interplay as to whether the theory-based model being tested is directly acceptable or 

needs modification, the researcher must focus his attention on the predictive power of the model, 

namely by observing the residual magnitude that  Generated. 
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Abstract A 

Relationships between variables in structural equation modeling (SEM) form a structural model.  

This structural model can be explained through structural equations as in regression analysis. This 

structural equation describes the prediction of latent (exogenous) independent variables against 

latent (endogenous) dependent variables.  Researchers who use analysis with structural equation 

models need to know whether models built with empirical data have unique values or not so that 

the model can be estimated. If a model does not have a unique value then it is unidentified.  The 

reason a model is categorized as unidentified  is because the information contained in the empirical 

data is not enough to produce a unique solution in calculating the model's estimation parameters.  

This literature review  aims to describe the process of data analysis using  SEM. 

Keywords: Data analysis, Structural equation modelling, Variable.  

 

1.Introduction B 

 There is a principle difference between regression and path analysis with SEM in terms of 

variable measurement. In the regression analysis,  dependent and independent variables are 

variables that can be measured directly (observable), while in SEM dependent and independent 

variables are variables that cannot be measured directly (unobservable). Unobserved variables are 

also often called latent variables. The structural equation model or SEM is a model that  explains 

the relationship between latent variables so that the SEM model is often referred to as latent 

analysis or linear structural relationship. The relationship between variables in SEM is the same 
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as the relationship in path analysis. However, in explaining the relationship between latent 

variables, the SEM model is different from path analysis where path analysis uses observable 

variables while SEM uses unobservable variables. Relationships between variables in SEM form 

a structural model.  This structural model can be explained through structural equations as in 

regression analysis. This structural equation describes the prediction of latent (exogenous) 

independent variables against latent (endogenous) dependent variables. 

 

2. Model Specifications 

 SEM begins by specifying a research model. The analysis will not begin until the researcher 

has specified a model that shows the relationships between the variables to be analyzed. Through 

the steps below, the researcher can obtain the desired model; 

• Define the latent variables of the study. 

• Define observed variables. 

• Define the relationship between latent variables and observed variables.  Pay attention to 

the  constructive aspect of the  variable unidimensional or multidimensional.   A 

unidimensional  construct (first order construct) is a  construct that directly describes the   

relationship between a latent  variable and a  reflectively observed variable  (the direction 

of the  arrow away from the latent variable) or   formatively (the direction of the arrow 

towards the latent variable).   A multidimensional construct (second order construct) is a  

construct formed from several unidimensional  constructs. 

 

 

 

  

 

Figure 1.  Unidimensional construct (First order construct). 
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Figure 2.  Multi-dimensional construct (Second order construct). 

 

3. Model Identification 

Researchers who use analysis with structural equation models need to know whether 

models built with empirical data have unique values or not so that the model can be estimated. If 

a model does not have a unique value then it is unidentified.  The reason a model is categorized as 

unidentified  is because the information contained in the empirical data is not enough to produce 

a unique solution in calculating the model's estimation parameters. An example of  an under-

identified  case is A x B = 1000. The question is, what is the value of A or B? To determine the 

magnitude of the value of A or B, of course, the answer varies greatly, it can be 100 x 10, 500 x 2, 

250 x 4, 200 x 5 or 1 x 1000. To ensure an answer, we must select the most appropriate (unique) 

answer called model identification. This example also occurs in SEM, where constructed 

theoretical models and empirical data are not enough to produce one unique solution in calculating 

the estimated parameters of the model. However, if we specify the value of A = 100, then 

automatically the value of B = 10. This can also be done in SEM analysis, to overcome unidentified  

models by constraining models with: 

• Adding indicators or manifest variables of latent constructs, 

• Determining the value  of additional fixed parameters so as to produce a positive 

calculation  of the degree of freedom (this method is most often used by researchers), 

• Assume that one parameter has the same value. 

 



It should be noted that the use of the above three methods to change an under-identified  model 

must be theoretical, not merely done so that the model can be identified. 

There are three possibilities for model identification in SEM: 

• Under-identified Model, where the value of t ≥ s / 2; that is, a model with the number of 

parameters estimated to be greater than the number of known data (the data is the  variance 

and covariance of the observed variables). For example, there is the Equation X + Y = 10, 

representing 1 piece of known data and 2 parameters to be estimated, namely X and Y, 

then the number of df =  1-2 = -1. From the understanding of  unidentified models in SEM 

has df = number of known data – the number of parameters estimated < 0. So it can be 

concluded that under-identified  models have a negative df. 

• Just-Identified Model, where t = s/2; i.e. a model with the number of parameters estimated 

equal to the known data.  For example, there are two equations X + Y = 10 and X + 2Y = 

16, which are 2 pieces of known data and 2 parameters to be estimated, namely X and Y, 

then the number of df =  2-2 = 0. So it can be concluded that just-identified  models have 

zero  df. 

• Over-Identified Model, where t ≤ s/2; i.e. a model with an estimated number of parameters 

smaller than the number of known data. For example, there are three equations X + Y = 

10, X + 2Y = 16 and 3X + 2Y = 22, which are 3 pieces of known data and 2 parameters to 

be estimated, namely X and Y, then the number of df =  3-2 = 1. So it can be concluded 

that over-identified  models have a positive df. 

Information: 

t = number of estimated parameters, 

s = number of variants and covariance between indicators. 

 

5. Model Fit Test (Assessment  of Fit) 

a.  Overall Fit of the Model. 

The first stage of the match test is shown to evaluate in general terms the degree of 

goodness of fit (GOF) between the data and the model. Assessing the overall fit of the model in 

SEM cannot be done directly as in other multivariate techniques (multiple regression, discriminant 

analysis, MANOVA, etc.). SEM does not have one of the best statistical tests that can explain the 

predictive power of the model. Instead, researchers have developed several sizes of GOF or  



Goodness of Fit Indices (GOFI) that can be used in tandem or in combination. This circumstance 

makes the overall fit test stage a move that invites a lot of debate and controversy. The controversy 

and debate surrounding the GOF arises when the question of size arises in the discussion, i.e. how 

much of a fit can be said to be accepted? Apart from the controversy, there was finally a consesus 

among researchers, some of whom were: 

• The best clue in assessing the suitability of a model is a strong theory of substance. If the 

model only shows or represents a substantive theory that is not strong, and although the 

model has an excellent fit, it is rather difficult for us to judge the model. 

•  The Chi-square (X2)  statistical test should not be the only basis for determining the 

suitability of the data to the model. 

• None of the GOF or GOF Indices (GOFI) measures can exclusively be used as a basis for 

evaluating the overall fit of the model. GOFI is grouped into three parts, namely absolute 

fit measures, incremental  fit measures and parsimonious fit measures.  

 

Absolute Fit Size 

The absolute fit measure determines the degree of prediction of the overall model (structural and 

measuring models) against the correlation matrix and covariance. This measure contains measures 

that represent the overall fit  point of view mentioned earlier. Of the various absolute fit measures, 

the measures that are usually used to evaluate SEM are:  

1. Chi-square (X2). A low Chi-square  (X 2)  value that results in significance level  > 

0.05 or (p > 0.05) indicating a null hypothesis is accepted. This means that the 

predicted input matrix with the actual one is not statistically different. Chi-square  

(X 2) cannot be used the only size fits the entire model, one of the reasons is because 

Chi-square (X2) is sensitive to the sample size. 

2. Non-Centrality Parameter (NCP).  Like X2, NCP is also a measure of  badness of 

fit where the greater the difference between Σ and Σ(Ө) the greater the NCP value. 

So, we need to look for NCPs that are small or low in value. 

3. Goodness of Fit Index (GFI).  GFI values range from 0 (poor fit) to 1 (perfect fit), 

and GFI values > 0.90 are  good  fit, while 0.80 < GFI < 0.90 are often referred to 

as marginal fit.  



4. Root Mean Square Residual (RMR).  RMR represents the average value of all 

standardized residuals, and has about from 0 to 1. Models that have a good fit will 

have an RMR value smaller than 0.05. 

5. Root Mean Square Error of Approximation (RMSEA).  RMSEA values between 

0.08 and 0.10 indicate  marginal fit, and RMSEA values > 0.10 indicate poor fit. 

6. Single sample cross-validation index/expected cross-validation index (ECVI).  

ECVI is used for model comparison and the smaller the ECVI of a model the better 

the degree of fit. 

 

Incremental Match Size 

Incremental match measures compare the proposed model with the baseline model often referred 

to as the null  model or independence  model and saturated model.  A null  model is a model with 

the worst fit.  Saturated models are the ones with the best fit. The concept of incremental match 

would put the data-model match rate between the  null  model and the saturated model. The data-

model match rate that resides between the  null  model and the saturated  model is called a nested 

model.  Of the various incremental match sizes, the measures typically used to evaluate SEM are: 

1. Adjusted Goodness of Fit Index (AGFI). NAGFI values range from 0 to 1and AGFI 

values > 0.90 indicate good fit. While 0.80 < GFI < 0.90 is often referred to as 

marginal fit. 

2. Tucker-Lewis Index / Non Normed Fit Index (TLI/NNFI).  TLI values range from 

0 to 1.0, with TLI values > 0.90 indicating  good  fit and 0.80 < TLI< 0.90 is 

marginal fit. 

3. Normed Fit Index (NFI).  This NFI has values that range from 0 to 1. NFI values > 

0.90 indicate  good fit, while 0.80 < NFI < 0.90 are often referred to as marginal 

fit. 

4. Relative Fit Index (RFI). NRFI values will range from 0 to 1. An RFI value > 0.90 

indicates  good fit, while 0.80 < RFI < 0.90 is often referred to as marginal fit. 

5. Incremental Fit Index (IFI).  The value of the IFI will range from 0 to 1. An IFI 

value > 0.90 indicates  good fit, while 0.80 < an IFI < 0.90 is often referred to as 

marginal fit. 



6. Comparative Fit Index (CFI).  CFI values will range from 0 to 1. A CFI value > 

0.90 indicates a  good fit, while a 0.80 < a CFI < 0.90 is often referred to as a 

marginal fit. 

 

Parsimoni match size 

Models with relatively few parameters (and relatively many degrees of freedom) are often known 

as models that have parsimony or high efficiency. Whereas a model with many parameters (  and 

a little degree of freedom) can be said to be a complex and less parsimony model. Of the various 

sizes of parsimony fit, the measures that are usually used to evaluate SEM are: 

1. Parsimonious Normed Fit Index (PNFI).  Higher  PNFI values are better. The use 

of PNFI is mainly for the comparison of two or more models that have different  

degrees of freedom. PNFI is used to compare alternative models, and there is no 

acceptable match rate recommendation. However, when comparing 2 models, the 

difference in PNFI values of 0.06 to 0.09 indicates a considerable difference in 

models.  

2. Parsimonious goodness of fit index (PGFI).  PGFI values range between 0 and 1, 

with higher values indicating a better parsimoni model. 

3. Normed Chi-square. Recommended values: lower limit: 1.0, upper limit: 2.0 or 3.0 

and looser 5.0. 

4. Akaike information criterion (AIC).  A small, near-zero AIC value indicates a better 

match, as well as a higher parsimony. 

 

Measurement model fit (measurement model analysis) 

 The suitability of the measurement model is carried out by conducting validity and 

reliability tests. Validity relates to whether a variable measures what it should measure. Although 

validity can never be proved, but support towards such proof can be developed. A variable is said 

to have good validity to its latent construct or variable, if: the value of t load factor is greater than 

the critical value or >1.96 or practically >2), and its standard load factor (standardized loading 

factors) >0.70. Reliability is the consistency of a measurement. High reliability indicates that the 

indicator has a high consistency in measuring its latent construct. To measure reliability in SEM 

will be used: composite reliability  measure and variance extracted measure (variant extract size). 



A construct has good reliability, if its  Construct Reliability  (CR) value is > 0.70 and its  Variance 

Extracted (VE) value is > 0.50.  

 

Structural Model Fit (Structural model analysis) 

Analysis of structural models includes an examination of the significance of the estimated 

coefficients. The SEM method and its Software not only provide the estimated values of the 

coefficients but also the t-calculated values for each coefficient. By specifying a significant degree 

(usually = 0.50), then each coefficient representing a hypothesized causal relationship can be 

statistically tested for significance. In addition to this, it is also necessary to evaluate the standard 

solution where all beta coefficients on multiple regressions, that is, coefficient values close to zero 

indicate a smaller influence. The increase in the value of this coefficient corresponds to an increase 

in the importance of the variable in question in the causal relationship. As a comprehensive 

measure of structural equations, the overall coefficient of determination (R2) is calculated as in 

multiple regression. 

 

Respecification/modification and modeling strategy 

Respecification is the next step after the match test is carried out. The implementation of 

the respecification is highly dependent on the modeling strategy to be used. There are 3 modeling 

strategies to choose from in SEM, namely: 

1.  Confirmatory modeling strategy.  In this modeling strategy, a single model is formulated 

or specified, then empirical data collection is carried out to be tested for significance. This 

test will result in an acceptance or rejection of the model. This strategy does not require 

respecification. 

2.  Competing modeling strategy.  In this modeling strategy several alternative models are 

specified and based on the analysis of a group of empirical data one of the most suitable 

models is selected. In this strategy, respecification is only necessary if alternative models 

are developed from several existing models. 

3. Model development strategy. In this modeling strategy an initial model is specified and 

empirical data is collected. If the initial model does not match the existing data, then the 

model is modified and retested with the same data. Several models can be tested in this 

process with the aim of finding a single model that not only matches the data well, but also 



has the property that each of its parameters can be interpreted properly. Respecification of 

the model can be done on a theory-driven or data-driven basis, however, respecation based 

on theory-driven  is recommended   

 

Confirmatory modeling (SC) strategies are rarely encountered, as generally researchers are 

not satisfied enough with simply rejecting a model without proposing an alternative model. 

Currently the most used in research is the model development strategy. After the model estimation 

is carried out, the researcher can still make modifications to the developed model if it turns out 

that the resulting estimate has a large residual. However, modifications can only be made if the 

researcher has a strong enough theoretical justification,  because SEM is not intended to produce 

a theory, but to test a model that has a correct theoretical footing, therefore to provide an interplay 

as to whether the theory-based model being tested is directly acceptable or needs modification, the 

researcher must focus his attention on the predictive power of the model, namely by observing the 

residual magnitude that  Generated. If in  the standardized residual covariances matrix there is a 

value outside the range of -2.58 < the  residual < 2.58 and probability (P) if < 0.05 then the 

estimated model needs to be further modified based on the modification index by choosing the 

largest modification index (MI) and has a theoretical basis. The largest MI will indicate that if the 

coefficient is estimated, there will be a significant reduction in the value of  chi square (X2). In 

SEM software, the modification index is listed in the  output so that the researcher only needs to 

choose which coefficient to estimate. If the value of chi square (X2) is still not significant, the next 

largest MI value is sought and so on. 

 

Conclusion C 

The  data analysis process  using SEM starts from model specifications, model identification, 

model  match  tests  and  specifications/modifications and modeling strategies.  modifications can 

only be made if the researcher has a strong enough theoretical  justification,  because SEM is not 

intended to produce a theory, but to test a model that has a correct theoretical footing, therefore to 

provide an interplay as to whether the theory-based model being tested is directly acceptable or 

needs modification, the researcher must focus his attention on the predictive power of the model, 

namely by observing the residual magnitude that  Generated. 
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1. Introduction

There is a principal difference between regression

analysis and path (path analysis) and SEM in terms of 

measuring variables. In the regression analysis, the 

dependent and independent variables are variables 

that can be measured directly (observable), whereas, 

in SEM, the dependent and independent variables are 

variables that cannot be measured directly 

(unobservable). Unobserved variables are also often 

called latent variables. The structural equation model 

or SEM is a model that explains the relationship 

between latent variables, so the SEM model is often 

referred to as latent variable analysis or linear 

structural relationship. The relationship between 

variables in SEM is the same as the relationship in 

path analysis (Astrachan, 2014). However, in 

explaining the relationship between latent variables, 

the SEM model differs from path analysis, where path 

analysis uses observable variables while SEM uses 

unobservable variables (Babin et al., 2008). The 

relationship between variables in SEM forms a 

structural model. This structural model can be 

explained through structural equations, such as in 

regression analysis. This structural equation 

describes the prediction of the latent (exogenous) 

independent variable on the latent (endogenous) 

dependent variable. 

Model specifications 

SEM begins by specifying the research model. The 

analysis will not begin until the researcher specifies a 

model that shows the relationship between the 
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variables to be analyzed. Through the steps below, 

researchers can obtain the desired model: 1) Define 

the latent variables of the study, 2) Define the observed 

variable, and 3) Define the relationship between latent 

variables and observed variables. (Bagozzi et al., 2012) 

Pay attention to aspects of the unidimensional or 

multidimensional construct variable. Unidimensional 

constructs (first-order constructs) are constructs that 

directly describe the relationship between latent 

variables and observed variables reflectively (arrows 

away from latent variables) or formatively (arrows 

towards latent variables). Multidimensional constructs 

(second-order constructs) are constructs formed from 

several unidimensional constructs. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Unidimensional construct (First order construct). 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Multidimensional construct (Second order construct). 

 

Model identification 

Researchers who use analysis with structural 

equation models need to know whether the model built 

with empirical data has a unique value or not so that 

the model can be estimated. If the model does not have 

a unique value, then the model cannot be identified 

(unidentified). The cause of a model is categorized as 

unidentified because the information contained in 

empirical data is not sufficient to produce a unique 

solution in calculating model estimation parameters 

(Baker, 1999; Bido et al., 2012). An example of an 

under-identified case is A x B = 1000. The question is, 

what is the value of A or B? To determine the value of 

A or B, of course, the answers vary widely. It can be 

100 x 10, 500 x 2, 250 x 4, 200 x 5 or 1 x 1000. To 

ensure an answer, we must choose the most 
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appropriate (unique) answer, called model 

identification. This example also occurs in SEM, where 

the theoretical model built and empirical data are not 

sufficient to produce a unique solution in calculating 

model parameter estimates (Byrne, 2010). However, if 

we determine the value of A = 100, then the value of B 

= 10 will be automatic. This can also be done in SEM 

analysis to overcome the unidentified model by 

constraining the model by 1) Adding indicators or 

manifest variables from latent constructs, 2) 

Determining the value of additional fixed parameters 

so that the calculation of the degree of freedom 

becomes positive (this method is most often used by 

researchers), 3) Assuming that the parameters with 

each other have the same value. 

It should be noted that the use of the three methods 

above to change an under-identified model must be, in 

theory, not merely done so that the model can be 

identified. There are three possible identification 

models in SEM: 1) Under-identified model, where the 

value of t ≥ s/2; namely, a model with a greater 

number of estimated parameters than the known 

amount of data (the data is the variance and 

covariance of the observed variables). For example, 

there is the equation X + Y = 10, representing 1 known 

piece of data and 2 parameters to be estimated, 

namely X and Y, so the number of df = 1-2 = -1. From 

the understanding of the unidentified model in SEM, 

it has df = the amount of data that is known - the 

number of parameters estimated < 0. So it can be 

concluded that the under-identified model has a 

negative df, 2) Just-Identified model, where t = s/2; 

i.e., a model with the same number of estimated 

parameters as the known data. For example, there are 

two equations X + Y = 10 and X + 2Y = 16, which are 

2 known pieces of data and 2 parameters to be 

estimated, namely X and Y, then the number of df = 2-

2 = 0. So it can be concluded that the model just -

identified has a zero df, 3) Over-Identified model, 

where t ≤ s/2; namely, a model with a smaller number 

of estimated parameters than the known amount of 

data (Churchill, 1979). For example, there are three 

equations X + Y = 10, X + 2Y = 16 and 3X + 2Y = 22, 

which are 3 known pieces of data and 2 parameters to 

be estimated, namely X and Y, so the number of df = 

3-2 = 1. So it can be concluded that the model is over-

identified df positive. 

Information: 

t = number of parameters estimated, 

s = total variance and covariance between indicators. 

 

The goodness of fit (Assessment of fit) 

Overall model fit 

The first stage of the fit test is intended to evaluate, 

in general, the degree of fit or goodness of fit (GOF) 

between the data and the model. Assessing the overall 

fit of the model in SEM cannot be done directly as in 

other multivariate techniques (multiple regression, 

discriminant analysis, MANOVA, etc.). SEM does not 

have a single best statistical test that can explain the 

predictive power of the model (Delaney, 1996).  

Instead, researchers have developed several measures 

of GOF or goodness of fit indices (GOFI) that can be 

used together or in combination. This situation causes 

the thorough compatibility test stage, which is a step 

that invites a lot of debate and controversy. The 

controversy and debate around GOF arise when the 

question of size arises in the discussion, i.e., what is 

the acceptable level of fit? Despite the controversy, 

there is finally a consensus among researchers, some 

of which are: 1) The best guide in assessing model fit 

is strong substantive theory. If the model only shows 

or represents a substantive theory that is not strong, 

and even though the model has a very good fit, it is 

rather difficult for us to judge the model, 2) The Chi-

square (X2) statistical test should not be the only basis 

for determining the fit of the data to the model, 3) None 

of the GOF or GOF Indices (GOFI) measures can be 

used exclusively as a basis for evaluating the fit of the 

entire model. GOFI is grouped into three parts, namely 

absolute fit measures, incremental fit measures, and 

parsimonious fit measures (parsimony fit size). 
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Absolute fit measures 

The absolute fit measure determines the degree of 

prediction of the overall model (structural and 

measurement models) on the correlation and 

covariance matrices Deshpande, 1989; Deshpande, 

1998). This measure contains measures that represent 

the overall fit point of view mentioned earlier. Of the 

various absolute fit measures, the measures usually 

used to evaluate SEM are 1) Chi-square (X2). A low 

Chi-square value (X2) results in a significance level > 

0.05 or (p > 0.05), which indicates the null hypothesis 

is accepted. This means that the predicted input 

matrix is not statistically different from the actual one. 

Chi-square (X2) cannot be used as the sole measure of 

the overall fit of the model. One of the reasons is that 

Chi-square (X2) is sensitive to sample size. 2) Non-

Centrality Parameters (NCP). Like X2, NCP is also a 

measure of the badness of fit where the greater the 

difference between Σ and Σ(Ө) the more, the greater the 

NCP value. So, we need to find an NCP whose value is 

small or low. 3) The goodness of fit index (GFI). The 

GFI value ranges from 0 (poor fit) to 1 (perfect fit), and 

a GFI value > 0.90 is a good fit, while 0.80 < GFI < 0.90 

is often referred to as marginal fit. 4) Root Mean 

Square Residual (RMR). RMR represents the average 

value of all standardized residuals and ranges from 0 

to 1. A model with a good fit will have an RMR value 

smaller than 0.05. 5) Root Mean Square Error of 

Approximation (RMSEA). An RMSEA value between 

0.08 and 0.10 indicates marginal fit, and an RMSEA 

value > 0.10 indicates poor fit. 6) Single Sample Cross-

Validation Index/Expected Cross-Validation Index 

(ECVI). ECVI is used for model comparison, and the 

smaller the ECVI of a model, the better the level of fit. 

 

Incremental fit measures 

The incremental fit measure compares the 

proposed model to the baseline model, which is often 

referred to as the null model or the independence 

model, and the saturated model. The null model is the 

model with the worst fit of the model data (worst fit). A 

saturated model is the best fit for the model data (best 

fit). The concept of incremental fit will place the model-

data match level between the null model and the 

saturated model. The level of model-data compatibility 

that is between the null model and the saturated 

model is called a nested model. Of the various 

incremental fit measures, the measures usually used 

to evaluate SEM are 1) Adjusted Goodness of Fit Index 

(AGFI). AGFI values range from 0 to 1, and AGFI values 

> 0.90 indicate a good fit. Whereas 0.80 < GFI < 0.90 

is often referred to as marginal fit. 2) tucker-lewis 

index/non-normal fit index (TLI/NNFI). TLI values 

ranged from 0 to 1.0, with TLI values > 0.90 indicating 

good fit and 0.80 < TLI < 0.90 indicating marginal fit. 

3) normed fit index (NFI). This NFI has values ranging 

from 0 to 1. An NFI value > 0.90 indicates a good fit, 

while 0.80 < NFI < 0.90 is often referred to as a 

marginal fit. 4) relative fit index (RFI). The RFI value 

will range from 0 to 1. An RFI value > 0.90 indicates a 

good fit, while 0.80 < RFI < 0.90 is often referred to as 

a marginal fit. 5) incremental fit index (IFI). IFI values 

will range from 0 to 1. IFI values > 0.90 indicate a good 

fit, while 0.80 < IFI < 0.90 is often referred to as a 

marginal fit. 6) comparative fit index (CFI). CFI values 

will range from 0 to 1. CFI values > 0.90 indicate good 

fit, while 0.80 < CFI < 0.90 are often referred to as 

marginal fit. 

 

Parsimony fit measures 

 Models with relatively few parameters (and 

relatively many degrees of freedom) are often known as 

models that have high parsimony or frugality. 

Meanwhile, a model with many parameters (and few 

degrees of freedom) can be said to be a model that is 

complex and lacks parsimony. Of the various 

parsimony fit measures, the measures that are usually 

used to evaluate SEM are: 1) Parsimonious Normal Fit 

Index (PNFI). The higher the PNFI value, the better. 

The use of PNFI is primarily for comparisons of two or 

more models that have different degrees of freedom. 

PNFI was used to compare alternative models, and no 
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acceptable match level is recommended. However, 

when comparing the 2 models, the difference in the 

PNFI value of 0.06 to 0.09 indicates a fairly large model 

difference. 2) Parsimonious goodness of fit index 

(PGFI). PGFI values range between 0 and 1, with 

higher values indicating a better parsimony model. 3) 

Normed Chi-square. Recommended values: lower 

limit: 1.0, upper limit: 2.0 or 3.0, and looser 5.0. 4) 

Akaike information criterion (AIC). A small AIC value 

close to zero indicates a better fit and higher 

parsimony. 

 

Measurement model fit (measurement model 

analysis) 

 Measurement model fit is carried out by testing its 

validity and reliability. Validity relates to whether 

variable measures what it is supposed to measure. 

Although validity can never be proven, support for 

such evidence can be developed. A variable is said to 

have good validity against its construct or latent 

variable if the factor loading t value (loading factors) is 

greater than the critical value or >1.96 or for practice 

>2), and standardized loading factors >0.70. Reliability 

is the consistency of measurement. High reliability 

indicates that the indicator has high consistency in 

measuring its latent constructs. To measure the 

reliability in SEM will be used: the composite reliability 

measure (composite reliability measure) and variance 

extracted measure (variance extract size). A construct 

has good reliability if the Construct Reliability (CR) 

value is > 0.70 and the variance Extracted value is 

(VE)> 0.50. 

 

Structural model fit (Structural model analysis) 

Analysis of the structural model includes 

examining the significance of the estimated 

coefficients. The SEM method and its software provide 

not only the estimated coefficients but also the t-count 

values for each coefficient. By specifying a significant 

level (usually = 0.50), then each coefficient 

representing the hypothesized causal relationship can 

be tested for statistical significance. In addition to this, 

it is also necessary to evaluate the standard solution 

where all the beta coefficients are in multiple 

regression, that is, the coefficient value that is close to 

zero indicates a smaller effect. An increase in the value 

of this coefficient is associated with an increase in the 

importance of the variable in question in a causal 

relationship. As an overall measure of the structural 

equation, the overall coefficient of determination (R2) 

is calculated as in multiple regression. 

 

Respecification/modification and modeling 

strategy 

Re-specification is the next step after the 

compatibility test is carried out. The implementation 

of respecification is highly dependent on the modeling 

strategy to be used. There are 3 modeling strategies 

that can be chosen in SEM, namely: 1) Confirmatory 

modeling strategy or confirmatory modeling strategy. 

In this modeling strategy, a single model is formulated 

or specified, and then empirical data is collected to test 

its significance. This test will result in an acceptance 

or rejection of the model. This strategy does not require 

respecification. 2) Model competition strategy or 

competing for modeling strategy. In this modeling 

strategy, several alternative models are specified, and 

based on an analysis of a group of empirical data, one 

of the most suitable models is selected. In this 

strategy, respecification is only needed if alternative 

models are developed from several existing models. 3) 

Model development strategy or model development 

strategy. In this modeling strategy, an initial model is 

specified, and empirical data is collected. If the initial 

model does not match the existing data, then the 

model is modified and tested again with the same data. 

Several models can be tested in this process with the 

aim of finding a model that not only fits the data well 

but also has the property that each parameter can be 

interpreted properly. Respecification of the model can 

be done based on theory-driven or data-driven. 



864 
 

However, respecification based on theory-driven is 

more recommended (Freeman, 1984). 

A confirmatory modeling strategy (CS) is rarely 

encountered because, generally, researchers are not 

satisfied with simply rejecting a model without 

proposing an alternative model. Currently, the most 

widely used in research is the model development 

strategy. After the model estimation is done, the 

researcher can still modify the developed model if it 

turns out that the resulting estimate has a large 

residual. However, modifications can only be made if 

the researcher has sufficiently strong theoretical 

justification because SEM is not intended to generate 

theory but to test models that have a correct 

theoretical basis, therefore providing an interpretation 

of whether the theory-based model being tested can be 

accepted directly or not (Fornell, 1981). If 

modifications are needed, researchers must direct 

their attention to the predictive power of the model by 

observing the number of residuals produced. If in the 

standardized residual covariances matrix, there are 

values outside the range of -2.58 < residual < 2.58 and 

probability (P) if < 0.05, then the estimated model 

needs to be further modified based on the modified 

index by selecting the modification index (MI) is the 

largest and has a theoretical basis. The largest MI will 

give an indication that if the coefficient is estimated, 

there will be a significant reduction in the chi-square 

(X2) value (Grinstein, 2008). In SEM software, the 

modification index is included in the output so that 

the researcher only has to choose which coefficient to 

estimate. If the chi-square value (X2) is still not 

significant, look for the next largest MI value and so 

on. 

 

2. Conclusion 

The process of data analysis using SEM starts with 

model specification, model identification, model 

suitability testing, and respecification/modification 

and modeling strategy. modifications can only be made 

if the researcher has a sufficiently strong theoretical 

justification because SEM is not intended to generate 

theory but to test models that have a correct 

theoretical basis, therefore providing an interpretation 

of whether the theory-based model being tested can be 

directly accepted or needs modification. Then the 

researcher must direct his attention to the predictive 

power of the model by observing the amount of 

residual generated. 
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1. Introduction

There is a principal difference between regression

analysis and path (path analysis) and SEM  in terms 

of measuring variables. In the regression analysis, the 

dependent and independent variables are variables 

that can be measured directly (observable), whereas, 

in SEM, the dependent and independent variables are 

variables that cannot be measured directly 

(unobservable). Unobserved variables are also often 

called latent variables. The structural equation model 

or SEM is a model that explains the relationship 

between latent variables, so the SEM model is often 

referred to as latent variable analysis or linear 

structural relationship. The relationship between 

variables in SEM is the same as the relationship in 

path analysis (Astrachan, 2014). However, in 

explaining the relationship between latent variables, 

the SEM model differs from path analysis, where path 

analysis uses observable variables while SEM uses 

unobservable variables (Babin et al., 2008). The 

relationship between variables in SEM forms a 

structural model. This structural model can be 

explained through structural equations, such as in 

regression analysis. This structural equation 

describes the prediction of the latent (exogenous) 

independent variable on the latent (endogenous) 

dependent variable. 

Model specifications 

SEM begins by specifying the research model. The 

analysis will not begin until the researcher specifies a 

model that shows the relationship between the 
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variables to be analyzed. Through the steps below, 

researchers can obtain the desired model: 1) Define 

the latent variables of the study, 2) Define the observed 

variable, and 3) Define the relationship between latent 

variables and observed variables. (Bagozzi et al., 2012) 

Pay attention to aspects of the unidimensional or 

multidimensional construct variable. Unidimensional 

constructs (first-order constructs) are constructs that 

directly describe the relationship between latent 

variables and observed variables reflectively (arrows 

away from latent variables) or formatively (arrows 

towards latent variables). Multidimensional constructs 

(second-order constructs) are constructs formed from 

several unidimensional constructs. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Unidimensional construct (First order construct). 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Multidimensional construct (Second order construct). 

 

Model identification 

Researchers who use analysis with structural 

equation models need to know whether the model built 

with empirical data has a unique value or not so that 

the model can be estimated. If the model does not have 

a unique value, then the model cannot be identified 

(unidentified). The cause of a model is categorized as 

unidentified because the information contained in 

empirical data is not sufficient to produce a unique 

solution in calculating model estimation parameters 

(Baker, 1999; Bido et al., 2012). An example of an 

under-identified case is A x B = 1000. The question is, 

what is the value of A or B? To determine the value of 

A or B, of course, the answers vary widely. It can be 

100 x 10, 500 x 2, 250 x 4, 200 x 5 or 1 x 1000. To 

ensure an answer, we must choose the most 
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appropriate (unique) answer, called model 

identification. This example also occurs in SEM, where 

the theoretical model built and empirical data are not 

sufficient to produce a unique solution in calculating 

model parameter estimates (Byrne, 2010). However, if 

we determine the value of A = 100, then the value of B 

= 10 will be automatic. This can also be done in SEM 

analysis to overcome the unidentified model by 

constraining the model by 1) Adding indicators or 

manifest variables from latent constructs, 2) 

Determining the value of additional fixed parameters 

so that the calculation of the degree of freedom 

becomes positive (this method is most often used by 

researchers), 3) Assuming that the parameters with 

each other have the same value. 

It should be noted that the use of the three methods 

above to change an under-identified model must be, in 

theory, not merely done so that the model can be 

identified. There are three possible identification 

models in SEM: 1) Under-identified model, where the 

value of t ≥ s/2; namely, a model with a greater 

number of estimated parameters than the known 

amount of data (the data is the variance and 

covariance of the observed variables). For example, 

there is the equation X + Y = 10, representing 1 known 

piece of data and 2 parameters to be estimated, 

namely X and Y, so the number of df = 1-2 = -1. From 

the understanding of the unidentified model in SEM, 

it has df = the amount of data that is known - the 

number of parameters estimated < 0. So it can be 

concluded that the under-identified model has a 

negative df, 2) Just-Identified model, where t = s/2; 

i.e., a model with the same number of estimated 

parameters as the known data. For example, there are 

two equations X + Y = 10 and X + 2Y = 16, which are 

2 known pieces of data and 2 parameters to be 

estimated, namely X and Y, then the number of df = 2-

2 = 0. So it can be concluded that the model just -

identified has a zero df, 3) Over-Identified model, 

where t ≤ s/2; namely, a model with a smaller number 

of estimated parameters than the known amount of 

data (Churchill, 1979). For example, there are three 

equations X + Y = 10, X + 2Y = 16 and 3X + 2Y = 22, 

which are 3 known pieces of data and 2 parameters to 

be estimated, namely X and Y, so the number of df = 

3-2 = 1. So it can be concluded that the model is over-

identified df positive. 

Information: 

t = number of parameters estimated, 

s = total variance and covariance between indicators. 

 

The goodness of fit (Assessment of fit) 

Overall model fit 

The first stage of the fit test is intended to evaluate, 

in general, the degree of fit or goodness of fit (GOF) 

between the data and the model. Assessing the overall 

fit of the model in SEM cannot be done directly as in 

other multivariate techniques (multiple regression, 

discriminant analysis, MANOVA, etc.). SEM does not 

have a single best statistical test that can explain the 

predictive power of the model (Delaney, 1996).  

Instead, researchers have developed several measures 

of GOF or goodness of fit indices (GOFI) that can be 

used together or in combination. This situation causes 

the thorough compatibility test stage, which is a step 

that invites a lot of debate and controversy. The 

controversy and debate around GOF arise when the 

question of size arises in the discussion, i.e., what is 

the acceptable level of fit? Despite the controversy, 

there is finally a consensus among researchers, some 

of which are: 1) The best guide in assessing model fit 

is strong substantive theory. If the model only shows 

or represents a substantive theory that is not strong, 

and even though the model has a very good fit, it is 

rather difficult for us to judge the model, 2) The Chi-

square (X2) statistical test should not be the only basis 

for determining the fit of the data to the model, 3) None 

of the GOF or GOF Indices (GOFI) measures can be 

used exclusively as a basis for evaluating the fit of the 

entire model. GOFI is grouped into three parts, namely 

absolute fit measures, incremental fit measures, and 

parsimonious fit measures (parsimony fit size). 
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Absolute fit measures 

The absolute fit measure determines the degree of 

prediction of the overall model (structural and 

measurement models) on the correlation and 

covariance matrices Deshpande, 1989; Deshpande, 

1998). This measure contains measures that represent 

the overall fit point of view mentioned earlier. Of the 

various absolute fit measures, the measures usually 

used to evaluate SEM are 1) Chi-square (X2). A low 

Chi-square value (X2) results in a significance level > 

0.05 or (p > 0.05), which indicates the null hypothesis 

is accepted. This means that the predicted input 

matrix is not statistically different from the actual one. 

Chi-square (X2) cannot be used as the sole measure of 

the overall fit of the model. One of the reasons is that 

Chi-square (X2) is sensitive to sample size. 2) Non-

Centrality Parameters (NCP). Like X2, NCP is also a 

measure of the badness of fit where the greater the 

difference between Σ and Σ(Ө) the more, the greater the 

NCP value. So, we need to find an NCP whose value is 

small or low. 3) The goodness of fit index (GFI). The 

GFI value ranges from 0 (poor fit) to 1 (perfect fit), and 

a GFI value > 0.90 is a good fit, while 0.80 < GFI < 0.90 

is often referred to as marginal fit. 4) Root Mean 

Square Residual (RMR). RMR represents the average 

value of all standardized residuals and ranges from 0 

to 1. A model with a good fit will have an RMR value 

smaller than 0.05. 5) Root Mean Square Error of 

Approximation (RMSEA). An RMSEA value between 

0.08 and 0.10 indicates marginal fit, and an RMSEA 

value > 0.10 indicates poor fit. 6) Single Sample Cross-

Validation Index/Expected Cross-Validation Index 

(ECVI). ECVI is used for model comparison, and the 

smaller the ECVI of a model, the better the level of fit. 

 

Incremental fit measures 

The incremental fit measure compares the 

proposed model to the baseline model, which is often 

referred to as the null model or the independence 

model, and the saturated model. The null model is the 

model with the worst fit of the model data (worst fit). A 

saturated model is the best fit for the model data (best 

fit). The concept of incremental fit will place the model-

data match level between the null model and the 

saturated model. The level of model-data compatibility 

that is between the null model and the saturated 

model is called a nested model. Of the various 

incremental fit measures, the measures usually used 

to evaluate SEM are 1) Adjusted Goodness of Fit Index 

(AGFI). AGFI values range from 0 to 1, and AGFI values 

> 0.90 indicate a good fit. Whereas 0.80 < GFI < 0.90 

is often referred to as marginal fit. 2) tucker-lewis 

index/non-normal fit index (TLI/NNFI). TLI values 

ranged from 0 to 1.0, with TLI values > 0.90 indicating 

good fit and 0.80 < TLI < 0.90 indicating marginal fit. 

3) normed fit index (NFI). This NFI has values ranging 

from 0 to 1. An NFI value > 0.90 indicates a good fit, 

while 0.80 < NFI < 0.90 is often referred to as a 

marginal fit. 4) relative fit index (RFI). The RFI value 

will range from 0 to 1. An RFI value > 0.90 indicates a 

good fit, while 0.80 < RFI < 0.90 is often referred to as 

a marginal fit. 5) incremental fit index (IFI). IFI values 

will range from 0 to 1. IFI values > 0.90 indicate a good 

fit, while 0.80 < IFI < 0.90 is often referred to as a 

marginal fit. 6) comparative fit index (CFI). CFI values 

will range from 0 to 1. CFI values > 0.90 indicate good 

fit, while 0.80 < CFI < 0.90 are often referred to as 

marginal fit. 

 

Parsimony fit measures 

 Models with relatively few parameters (and 

relatively many degrees of freedom) are often known as 

models that have high parsimony or frugality. 

Meanwhile, a model with many parameters (and few 

degrees of freedom) can be said to be a model that is 

complex and lacks parsimony. Of the various 

parsimony fit measures, the measures that are usually 

used to evaluate SEM are: 1) Parsimonious Normal Fit 

Index (PNFI). The higher the PNFI value, the better. 

The use of PNFI is primarily for comparisons of two or 

more models that have different degrees of freedom. 

PNFI was used to compare alternative models, and no 
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acceptable match level is recommended. However, 

when comparing the 2 models, the difference in the 

PNFI value of 0.06 to 0.09 indicates a fairly large model 

difference. 2) Parsimonious goodness of fit index 

(PGFI). PGFI values range between 0 and 1, with 

higher values indicating a better parsimony model. 3) 

Normed Chi-square. Recommended values: lower 

limit: 1.0, upper limit: 2.0 or 3.0, and looser 5.0. 4) 

Akaike information criterion (AIC). A small AIC value 

close to zero indicates a better fit and higher 

parsimony. 

 

Measurement model fit (measurement model 

analysis) 

 Measurement model fit is carried out by testing its 

validity and reliability. Validity relates to whether 

variable measures what it is supposed to measure. 

Although validity can never be proven, support for 

such evidence can be developed. A variable is said to 

have good validity against its construct or latent 

variable if the factor loading t value (loading factors) is 

greater than the critical value or >1.96 or for practice 

>2), and standardized loading factors >0.70. Reliability 

is the consistency of measurement. High reliability 

indicates that the indicator has high consistency in 

measuring its latent constructs. To measure the 

reliability in SEM will be used: the composite reliability 

measure (composite reliability measure) and variance 

extracted measure (variance extract size). A construct 

has good reliability if the Construct Reliability (CR) 

value is > 0.70 and the variance Extracted value is 

(VE)> 0.50. 

 

Structural model fit (Structural model analysis) 

Analysis of the structural model includes 

examining the significance of the estimated 

coefficients. The SEM method and its software provide 

not only the estimated coefficients but also the t-count 

values for each coefficient. By specifying a significant 

level (usually = 0.50), then each coefficient 

representing the hypothesized causal relationship can 

be tested for statistical significance. In addition to this, 

it is also necessary to evaluate the standard solution 

where all the beta coefficients are in multiple 

regression, that is, the coefficient value that is close to 

zero indicates a smaller effect. An increase in the value 

of this coefficient is associated with an increase in the 

importance of the variable in question in a causal 

relationship. As an overall measure of the structural 

equation, the overall coefficient of determination (R2) 

is calculated as in multiple regression. 

 

Respecification/modification and modeling 

strategy 

Re-specification is the next step after the 

compatibility test is carried out. The implementation 

of respecification is highly dependent on the modeling 

strategy to be used. There are 3 modeling strategies 

that can be chosen in SEM, namely: 1) Confirmatory 

modeling strategy or confirmatory modeling strategy. 

In this modeling strategy, a single model is formulated 

or specified, and then empirical data is collected to test 

its significance. This test will result in an acceptance 

or rejection of the model. This strategy does not require 

respecification. 2) Model competition strategy or 

competing for modeling strategy. In this modeling 

strategy, several alternative models are specified, and 

based on an analysis of a group of empirical data, one 

of the most suitable models is selected. In this 

strategy, respecification is only needed if alternative 

models are developed from several existing models. 3) 

Model development strategy or model development 

strategy. In this modeling strategy, an initial model is 

specified, and empirical data is collected. If the initial 

model does not match the existing data, then the 

model is modified and tested again with the same data. 

Several models can be tested in this process with the 

aim of finding a model that not only fits the data well 

but also has the property that each parameter can be 

interpreted properly. Respecification of the model can 

be done based on theory-driven or data-driven. 
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However, respecification based on theory-driven is 

more recommended (Freeman, 1984). 

A confirmatory modeling strategy (CS) is rarely 

encountered because, generally, researchers are not 

satisfied with simply rejecting a model without 

proposing an alternative model. Currently, the most 

widely used in research is the model development 

strategy. After the model estimation is done, the 

researcher can still modify the developed model if it 

turns out that the resulting estimate has a large 

residual. However, modifications can only be made if 

the researcher has sufficiently strong theoretical 

justification because SEM is not intended to generate 

theory but to test models that have a correct 

theoretical basis, therefore providing an interpretation 

of whether the theory-based model being tested can be 

accepted directly or not (Fornell, 1981). If 

modifications are needed, researchers must direct 

their attention to the predictive power of the model by 

observing the number of residuals produced. If in the 

standardized residual covariances matrix, there are 

values outside the range of -2.58 < residual < 2.58 and 

probability (P) if < 0.05, then the estimated model 

needs to be further modified based on the modified 

index by selecting the modification index (MI) is the 

largest and has a theoretical basis. The largest MI will 

give an indication that if the coefficient is estimated, 

there will be a significant reduction in the chi-square 

(X2) value (Grinstein, 2008). In SEM software, the 

modification index is included in the output so that 

the researcher only has to choose which coefficient to 

estimate. If the chi-square value (X2) is still not 

significant, look for the next largest MI value and so 

on. 

 

2. Conclusion 

The process of data analysis using SEM starts with 

model specification, model identification, model 

suitability testing, and respecification/modification 

and modeling strategy. modifications can only be made 

if the researcher has a sufficiently strong theoretical 

justification because SEM is not intended to generate 

theory but to test models that have a correct 

theoretical basis, therefore providing an interpretation 

of whether the theory-based model being tested can be 

directly accepted or needs modification. Then the 

researcher must direct his attention to the predictive 

power of the model by observing the amount of 

residual generated. 
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