Q1R

" Quality in Research "

Proceeding

THE 10™ INTERNATIONAL CONFERENCE
ON QUALITY IN RESEARCH (QIR)

“Research For Future Betier Life”

o / el e
3 e e i I i
‘“\:” S\ / . ' - .‘ l‘ 5 ol :.t;.f
! m | | g WSS
. 'y > 4 '—L = .w" Y,
= N S W . e 0 %;\ h§ [
g e S sy
. &/ \ \ ¥ ‘/ T Nr =
‘ // ¢- . \ \ i

Faculty of Engineering
Engineering Center University of Indonesia, Depok
4 - 6 December 2007

Special Session on Electronics
Engineering
&
Information & Communication od (
Technology

Supported by :




FOREWORDS
Dean of Faculty of Engineering, University of Indonesia

The Quality in Research (QIR) Conference is the annual event organized by the Faculty of
Engineering, University of Indonesia. Since started in 1998, it has become an excellent forum of
discussion for all researchers from research institutions and universities all over the nation of
Indonesia. The 1% and 6™ QIR Conferences had been successfully organized as the high quality
national conferences, and starting from the 7™ QIR conference, has been organized to invite
international research papers.

The 10™ Quality in Research International Conference having a theme of “Research for future better
life” is to provide an international forum for exchange of the knowledge, information, experience and
result as well as the review of progress and discussion on the state of the art and the future trend
various issues and the developments in the multi-fields of scientific and technology. The main
purposes of this conference are to provide a forum for free discussion of new ideas, development and
applications, including techniques and methods to stimulate and inspire pioneering work, to provide
opportunities for students and young engineers to meet their experienced peer and to provide a
meeting that will enforce progress, stimulate growth and advance the state of knowledge in the multi-
fields of science and technology.

We would like to express our heartiest to thank to all authors and participants for their active
participations in the 10™ on Quality in Research (QIR) International Conference 2007, and also to all
the paper reviewers, member of the technical committees, and member of the organizing committees,
for their support to the success of this conference. Last but not the least; we would also like to invite
all participants to the next on Quality in Research (QIR) Conference.

Faculty of Engineering, University of Indonesia
Dean,

Prof. Ir. Rinaldy Dalimi, Ph.D



FOREWORDS
Chairman of 10th International Conference on QIR 2007

The 10" Quality in Research International Conference will provide an international forum for
exchange the knowledge, information, experience and recent researches of various fields. With a
strong support and presentations from academic, industry and entrepreneurs, the conference will
provide an ideal platform to learn various fields and understand technological trends in the region.

The 10™ Quality in Research (QIR) International Conference has a theme of “Research for Better
Future Life” being the third time to go internationally, has invited limited papers from other nations
such as Korea and Malaysia. The conference is organized in parallel sessions focusing on the 8 (eight)
research areas such that many researchers and peer groups may focus their discussion on the relevant
topics. All submitted papers had been reviewed by the technical committees and had been arranged
into 8 (eight) sub-themes according to the following fields:

- Energy, Process and Environmental Engineering and Management: Energy and
environmental issues, combustion technology, fluids mechanics and thermal fluid machinery,
thermodynamics and heat transfer, geotechnical and environmental engineering, etc.

- Industrial, Manufacturing, Material Engineering, and Management: Production
Engineering, Supply Chain Management, Innovation System, Maintenance System, Quality
Management System, Human Factors Engineering, Organizational System, Fabrication and
Industrial Automation, Manufacturing System: Control Management and Information
Technology, etc

- Biomaterial, Biomedical Engineering and Biotechnology: Biomedical numerical modeling,
Biomaterial, Biosensor, Biocompatibility, Biomechanics, Biotechnology, Biomedical
Instrumentation, Biomedical Imaging

- Design and Infrastructure Engineering and Management: Product design and
development, composite: Materials and applications, structural dynamics, mechanics of
materials, Construction Management, Public Infrastructures and Services, Structural
Engineering, etc

- Special Session on Electronics Engineering

- Information and Computation Technology

- Sustainable Architecture

- Nanomaterials and Nanotechnology: Nano structured material, Nanotechnology,
Nanocomposite, MEMS, Self Assembled Monolayer, Thin Film, etc

The main purposes of this conference are to provide a forum for free discussion of new ideas,
development and applications, including techniques and methods to stimulate and inspire pioneering
work, to provide Opportunities for students and young engineers to meet their experienced peer and to
provide opportunities for students and young engineers to meet their experienced peer and to provide
a meeting that will enforce progress, stimulate growth and advance the state of knowledge in the
multi-fields of science and technology.

Depok, 4 December 2007
The Organizing Committee,
Chairman,
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A mm-wave signal generation using laser diode limpneary
study

Bambang Widiyatmoko, Tomi Budi Waluyo and Masbali Riregar

Research Center for Physics, Indonesia Institutgcegnces
Komplek PUSPIPTEK, Cisauk, Tangerang
Tel. 021-7560570, fax. 021-7560554 em&aiamb039@lipi.go.id

Abstract— We proposed a technique for generatingake example two lasers that haves frequeg@ndvs and
microwave signal by beating two laser diodes. Tights its signal of electrics field £and E that can form in
from distributed feedback (DFB) laser diodes coretliin  equation as follows

intensity and polarity using a polarization maintad fiber

coupler and detected by high speed photodetectyr. —

tuning one of the laser frequency the generatiedomave EEO - A) COS@Ot)

signal can be swept or selected from DC to 8.5 GHz. E. = A cos@.t +6)

Keywords— Laser frequency, mm-wave,

heterodyn
detection y W%ereub=2mo danw, =2nv..

I. INTRODUCTION Laser Photodetector

signal (mixer)

A 4

Sgnal in in the upper mm-wave region is interestiog

short range communication such as for radio oerfilas
well as for spectroscopy and imaging applicatioawver,

it is difficult to generate clean signal which tgally using
i i i 3 Local
frequency multiplier technique of low frequency red ;
ap : : Oscillator

source and will increase the phase noise of theasi lasor

In another side, laser is high frequency oscitlatith
high Q-factor, so it can be used as reference laguil
However, the laser frequency is far from usual used Figure 1. Scematic of heterodyne detection
microwave frequency. We can not count laser frequers
well as microwave signal. Basic principle of heterodyne detection or mixirggshown

We propose tecnique to generate mm-wave usinig figure 1. Two laser which one of them as locsdithator
heterodyne mixing between two stabilized laser.this is mixed each other at the photodetector. If theallo
method, the generated mm-wave can tuned and syuthepscillator (LO) is the same wavelength as the rexbi
by controlling one of the laser frequenc. optical signal, and in addition is in phase withticgl

Preliminary study was done using two DFB lasere Thcarriers, the detection is called homodyne detactid
results of preliminary experiment will be presentée this frequencies of the LO and received signal are wiffe then
paper. is called heterodyne detection. The heterodyne ctimte

converts phase changes in optical carriers to ptiazeges
II. BASIC THEORY in optical intencity, which are reproducced in thetected

Laser or optical wavelength is very short, andurrent waveform. If two beams are spatially wéigjrzed,
correspond to very high carrier frequency. Irthere is optical inteference on the photodetectofase,
communication increasing the carrier frequencytitieatly  resulting the intensity
increases the available transmission bandwidtha fesults,
frequencies in optical range may have potentiabiédths | = (E
of approximatically 105 times that of a carrier time rf
range[1].

Proceeding 18 Int'l QIR 4-6 Dec 2007 SSE - 01 1/4
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This inherent squaring operation of the photodetectsemiconductor was used. This photodetector hasidraey

produces a photodetector current at intermediaquicy.
If the local
perpendicular to the photodetector surface, theesgon of
the field incident on the detector is :

E(t) = E;(t) coso, (1) + @] + E () cos (1) + ¢]

The photodetector output current is propotional the

respons from 100 Khz to 10 GHz which opitcal inputs

oscillator and carrier beams are dlighcoupled by single mode fiber. Microwave signal was

measured using RF spectrum analyzer which hasdreyu
range of dc to 8.5 GHz.

Laser driver

v

detector resposivity and the optical intensity. The
resposivity is given by: DFB]I-aser >
ern, | Fiber coupler
= W .............................. 3 > 90/10
Where e is electron charggq is the detector quantum DFBZIaser L
efficiency, h is Plack constans and n is laser desqgy.
Therefore. 7 y
. e 2 '
I(t) = h_q[ E(t)] ............................. (4) Laser
v driver
L 4
E2(t)=[Es(t) cosfws(t)+@}+E () cosi (t)+¢}] 2 Photo
......................................... (5) Optical detector
Spectrum H
High frequency intensity components has frequendget Analyzer v
of optical locak frequency are eliminate, becaubat t RF
frequency is much greater than the frequency respaf Spectrum
photodetector. The generate photocurrent is propatito P
the average optical intensity, therefore: Analyzer

i(t) 0 2E, (DE (1) cos{@s(t) - @) )t + (¢ - &)}

From equation (6) the detected current is dependhen

Figure 2. Block diagram of experiment set-up

laser power and its frequency is same with frequenc !ll- EXPERIMENTAL RESULTS AND DISCUSSION

different between two lasers. From this relatibrmeans

The optical spectrum of two laser when different

that from two different frequency laser can gereraffequency between them is far from bandwidth of

microwave or mm-wave signal. This principe is usethis
experiment.

II. EXPERIMENTAL SET UP

photodetector is shown in figure 3a and 3b. In this
experiment wavelength of the DFB laser 1 is fixeg b
control the injectin current and operating tempamt
Figure 3a is spectrum when wavelength of DFB l&sés

that current and temperature operation are prgcisef@velength of the DFB laser is longer then DFB fa&e

controlled was used in this experiment. Laser IDDiB
laser, that the laser wavelength can tuned coesiy and
don’t have mode hope is the range of more then 2D¥B

Figure 4 shown the two lasers spectrum when differe
frequency between them is lower then frequencyaesp
of photodetedctor. By adjusting the wavelength dfBD

laser 1 has maximum power 20 mW, coupled bgaser 2 by changed the operation temperature ,béet

polarization maintenance fiber. Laser 2 is DFB fabat
has fix wavelength of 1552 nm. Laser was couplat ®M
fiber. Two laser was combined by 90:10 fiber coupf@ne
port of 10% was used for monitoring the laser spect
using optical spectrum analyzer. Another port cedplo
high speed photodetector to generate microwaveakigm
this experiment photodetector type R402 product®isry

Proceeding 18 Int'l QIR 4-6 Dec 2007
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signal in microwave frequency is detected by phetector.
Figure 5 a, b shown the RF spectrum of beat signal
measured by RF spectrum analyzer. Figure 5a is RF
spectrum when operating temperatur of laser wag°@6.
the beat signal frequency was 2,5 GHz and figubei$RF
spectrum when operating temperature was °274nd the

2/4



beat frequency was 8.4 GHz. The frequency chany
coefficient of the DFB laser was calculate as 8@G&El
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E A )
As shown that the S/N of beat signal in frequend&/@Hz S rw"w N
was only 10 dB. In frequency higher 3.5 GHz, théseo 3 g J
. . = SP il
floor of RF spectrum analyzer is 20 dB higher thba 2 10 e~
lower frequency. As a result, the measured S/N haf t ’
generated microwave signal is low. In priciplee th -110
maximum beat signal frequency is depends on the 0 08 17 25 34 425 51 5% 68 765 85
bandwidth of used photodetector and we can generate frekuensi (GHz)

wave signal using this tegnique by using high speed
photodetector such as Unitraveling-carrier photddio

(b)

Figure 5. Spectrum of beat signal (microwave signal

[V. CONCLUSIONS

We propose mm-wave signal generation using twor lase
diodes. Experiment results shown that the microvegeal

is generated and tunable from dc to 8.5 GHz. This
frequency is limiten by bandwidth of photodetector.

Proceeding 18 Int'l QIR 4-6 Dec 2007 SSE - 01
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The Effect of Humidity on the Worker Productivity:
A Study at Malaysia Electronics Industry

IA. R. Ismail*,?M. R. A. Rani,2Z. K. M. Makhbul andB. M. Deros

'Dept. of Mech. and Mat. Eng., Fac. of Eng., Natidiaiversity of Malaysia, 43600 UKM Bangi,
Malaysia. Tel. 60389216775, fax 60389259659, eragilsdan@eng.ukm.my
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Emgnijversiti Teknologi Malaysia, 81310 UTM Skudai,
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3sch. of Business Mgmt., Fac. of Econ. and Busirgatipnal University of Malaysia, 43600 UKM
Bangi, Malaysia

Abstract— The objective of this study is to
determine the effects of humidity on the operators’
productivity at Malaysian electronic industry. One

Work injuries create significant economic and
humanitarian  consequences to our society.
Furthermore, work injuries have been associated wit

electronic components assembly factory had been psychological distress, decreased participatichaity
chosen as a subject for the study. The subjects living activities and negative effects on family live
were workers at the assembly section of the being [6].

factory. The environment examined was the
relative humidity (%) of the surrounding
workstation area. Two sets of representative data,
the relative humidity (%) and production rate
were collected during the study. The production
rate data were collected through observations and
survey questionnaires while the relative humidity
(%) was measured usingBABUC equipment. The
correlation and linear regression analysis were
conducted in order to obtain the relationship
between the effects of relative humidity (%) and
the worker productivity. The results from the
correlation analysis revealed there is a linear
relationship between the relative humidity (%) and
the productivity of the workers. The linear
regression analysis further reveals that there is a
linear equation model with positive slope to
describe the relationship of relative humidity (%)
and workers productivity for the assembly section
involved. The linear regression line obtained is ¥
2.5863X — 28.896.

Keywords— productivity, humidity, relationship

I. INTRODUCTION

mproving workers’ productivity,

health and safety are major concerns of industrgbsenteeism.

Light, noise, air quality and the thermal
environment were considered factors that would
influence the acceptability and performance on the
occupantsof premises [9]. [2] stated that lower
emotional health is manifested as psychological
distress, depression and anxiety, whereas lower
physical health is manifested as heart disease,
insomnia, headaches, and infections. These health
problems could lead to organizational symptoms such
as job dissatisfaction, absenteeism, and poor work
quality. Irritated, sore eyes and throat, hoarsgenes
stuffy congested nose, excessive mental fatigue,
headache and unusual tiredness were all signseof th
negative workplace environmental conditions [12].

Previous research done by [3] showed that the
work environments were associated with perceived
effects of work on health. This research used a
national sample of 2,048 workers who were asked to
rate the impact of their respective jobs job onirthe
physical and mental health. Regression analyses
proved that the workers’ responses were signiflgant
correlated with health outcomes. In addition tcs thi
[11] pointed out that there was high correlation
between performance indicators and health, faesljti
and environmental attributes. In other words,
companies with higher health, facilities, and
environmental problems could face more performance

occupational related problems such as low productivity, and high

Employees with complaints of

especially in developing countries. However, thesdiscomfort and dissatisfaction at work could have
industries are featured with improper workplaceheir productivity affected, result of their inabjl to

ill-structured
abilities and

design,
workers’

jobs,
job demands,

mismatch  betweemerform their work properly [7].
adverse

According to the [4], productivityvas one of

environment, poor human-machine system design atlie most important factors affecting the overall

inappropriate management programs [11].
Such conditionscould lead to workplace

hazards, poor worker health, disabilities, and affe focused on the
the productivity of workers and quality of productsenvironment and productivity since

Proceeding 18 Int'l QIR 4-6 Dec 2007
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performance to any organization, from small
enterprises to entire nations. Increased atterismh

relationship between the work
the 1990s.
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Laboratory and field studies showed that the playsicinferential statistics (i.e. the number of prodaonti
and chemical factors in the work environment couldate and illumination level) were computed to gain
have a notable impact on the health and performangeneralization of relationship between productiate r

of the occupants, and consequently on thand illumination levels. Further correlation anchgie
productivity. Workplace environmental conditions,regression analysis were performed to obtain the
such as humidity, indoor air quality, and acousticselationship and hence the testing of the hypothese
have significant relationships with  workers’ The alpha for all hypotheses testing was 0.05. The
satisfaction and performance [12], [8], [5]. Ind®@ir variables in this study were production rate and
quality could have a direct impact on health proide relative humidity. Correlation analysis procedurasw
and leads to uncomfortable workplace environmenissed to examine if there was any relationship betwe

[1], [10], [23]. relative humidity and production rate (i.e. whettiex
relationship was linear (either positive or negativ

. METHODOLOGY The simple regression analysis was conducted to

obtain the mathematical equation in order to presen
Selection of Location and Subjects the effect of illuminance on the production rateheit

A Japanese based electronics company had begarticular production line. Lastly, for hypotheses
selected as a place of study. A line producing testing, ANOVA and t-test have been administered.
product over a period of time and under the effefts The hypotheses of this study were:

certain relative humidity was chosen. This criterig

essential in order to obtain the relationship of thH1: There is a relationship between productide ra

relative humidity on the worker productivity basea and relative humidity in the population
output of assemblies among operators. The productio studied.

line was consist of 10 woman operators. Their task

to assemble an electronics parts on the circuitdboaH2: The relationship between relative humidity
for the television system tuner. Figure 1 shows the and production rate is significant.

production line layout while in Figure 2 shows the

flow chart of work sequences on the production.line The sample was inclusive of 10 female

The standard production rate determined by theperators whose age were in the range between 20 —
previous feasibility study to assemble a complet80 years old comprised mostly of local citizen ohn
television tuner was 250 units for every hour oflegree holders and had been working with the
production. organizations for less than 5 years. Majority oé th
respondents reported that they work for more théan 4
hours per week. The measurements ofrelative

= humidity (%) was performed using BABUC
C 3 environmental equipment. The workers’ performance
level was represented by the production rate. The
C::::)D amount of the products assembled were recorded for
= Slore — every 30 minutes and data was compared to theslevel
Production Li of relative humidity.
. RESULTS
7 11
” ea The result of this study was based on the case
el i O ' | . . .
: — study conducted on the production line in the
Fig.1. The production line layout electronic factory. The hypotheses for this studs

the production rate that have a direct relationstith
the relative humidity. The relative humidity level
were taken to identify the effect of humidity oreth
worker performances.

Table 1 shows the data of production rate,
,srelative humidity (%) and the time taken for ev86y
minutes. A graph was plotted to show the relatigms
between the production rate and the illuminancellev
Figure 3 shows the graph to describe the relatipnsh
between production rate versus illuminance level.
Based on the graph in Figure 3, we can note that th
: production rate were increases as we increase the

| S = ' relative humidity.
Fig.2. The works sequence to assemble completeui&t The model of equation used 5 = Ry + RBX.

Data Gathering and Analysis The result from the analysis revealed the regrassio
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linear equation obtained is Y = 2.5863X — 28.896 11.25
where the Y representing production rate and X 11.25-
representing relative humidity level. A hypothesis| 11.55 125 126 59.30
testing was conducted in order to determine ifeher 11.55-
a relationship or not between productions rategivg 12.25 125 129 59.05
relative humidity (X). The hypotheses were: -

y () yp 12‘118 125 113 55.48
Ho : p = 0 (There is no relationship between| 14.10-
production rate and relative humidity (%) in the| 14.40 125 117 55.26
population studied). R

igig 125 111 55.37

Ha : p # 0 (There is a relationship between '
production rate and relative humidity (%) in the
population studied).
From Figure 3, the correlation coefficient is Graph P.E?ﬁ#ﬁi‘;”ﬁ?éf(ﬁz?"s) versus
0.857613which indicates a strong linear relationship
between the production rate as a dependant vasiabl{ 7 -30 y = 2 5863% - 28.898
and relative humidity (%) level as an independen{ s R? = 07353
variablesto a significant level of 0.05 (p < 0.05). The | g 251 p/ o
coefficient of determination,?rat 0.77355 indicate K
that 77.35% of the production rate variance haq 5 %] *
relationship with relative humidity (%) variancEhe 8 15| *
value of correlation coefficient, r is then comhte 3 C
the value from the Table of Critical Correlation| & 10 S ; ‘
Coefficient Value. The significance level was s&delc 54.00 56.00 58.00 60.00 62.00
at 0.05 ¢ = 0.05). The value of degree of freedom (n- Relative Humidity (%)
2) is 7. The correlation coefficient, r from theahysis

exceeds the critical value of r at 0.666 (accordimg Fig.3.Graph of Production Rate versus Relative Hityi
Table of Critical Correlation Coefficient Value)uh (%)
that H,is rejected. We can conlude the production rate ] )
and relative humidity (%) has positive significang, Table 2. Correlation Analysis
= 0.88142, p < 0.05) relationship. The resultsebas Columnl  Column2
on the correlation analysis is presented in Table 2 Column 1 1

In order to understand the significance of the
regression relationship between relative humidity (
and the production rate for the area of populatam,
F-test was conducted. The results for regression, Table 3. Regression, ANOVA and t-test Analysis
ANOVA and t-test analysis were presented in Tabl%egressmn Stice
3. The hypothesis were:

Column 2 0.857613 1

Multiple R 0.85761288

Ho: B = O(The relationship between relative humidity-%o® - 7%
(%) and production rate is not significant)  sauare 0697714122
Standard Error 3.63777459

Ha B # O(The relationship between relative humidity opsenations 0
(%) and production rate is significant)

ANOVA

Table 1. Data on the Relative Humidity, ProductRate dr i MS F Significance F
and Time Regression 1 257.5883943 257.5884 19.465014 0.06811

Time | Production| Production| Relative Residual 7 opeamzron 13233

(Hrs) Target Rate Humidity o -

(Units) (Units) (%)

8.25-

855 125 124 6101 Coefficients  Standard Error t Stat P-value

8 . 55- 125 128 59 . 93 :::;;‘elzl -28.87002176 34.11684108 -0.84621 0.42481

9 . 25 Humidity 2.58576732 0.586086991 4.411917 0.00311158

9.25- *p<0.05

955 125 126 59.30 The F value from the ANOVA is 19.4650. The

10.55- 125 120 58.87  Vvalue of the significance level was selected ab @00
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= 0.05). Based on the Table Critical Value FThe results might vary for tests carried out for
Distribution, the s is equal to 5.59. Since the different sample sizes, types of industries and
F(model) = 19.4650 >§%s = 5.59, we can rejectdd  countries.

B= 0 in favor of H: B# 0 at the 0.05 significance

level. It suggests strong evidence of significant REFERENCES
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AbstractThe Wavelength Division Multiplexing
(WDM) technology enables to establish an optical
network to fulfill the need of a broadband
communication in Indonesia. The important
component for the network is the optical amplifier.
It is an optical signal repeater that amplifies a
modulated signal laser beam directly without
optoelectronic and electro-optical conversion. It is
more efficient rather than using optoelectronic
amplifier devices. However, for the domestic
market in Indonesia, this optical device is still
imported and its cost isrelative high. The research
group of BPPT has been trying to develop a low
cost optical amplifier but robust, reliable and
performs as well as a high cost one. To realize the
objective, it needs some engineering works. It
includes the simplification of the technical design
of the laser driver and developing a digital current
controller. In addition it must be able to be
implemented using market ready electronic
components. At the recent state, this optical
amplifier reaches the gain up to 30 dB. At the
previous approach, the electric current for driving
the pump laser is stabilized and controlled by
using a micr oprocessor. Now we ar e developing the
controller using a Field Programmable Gate Array
(FPGA) to reduce the cost and increase the
performance.

Multiplexing (WDM). Using the WDM technology
some signal carrier of different wavelength can be
transmitted through a fiber optic simultaneously[5]
Consequently, the bandwidth  capacity of
communication medium is broader.

Like in other transmission media, there is
signal attenuation in fiber optics. To amplify aimly
broad bandwidth optical signal, the use of an aptic
repeater or optical amplifier is essensial and
beneficial. An optical amplifier amplifies signasing
pure photonic process. It does not need optical-
electronical- optical (OEO) conversion so that it
increase the efficiency and the reliability of
communication systems [4].

Unfortunately, for the domestic market in
Indonesia, the optical amplifiers need still to be
imported and it costs very high. The engineerthén
optical communication research group of BPPT have
been trying to develop a low cost optical amplifert
it is reliable and robust and performs like a hogist
optical amplifiers. In order to achieve this
requirement, it needs some engineering work. It
includes the simplification and optimization of the
technical design of either the optical part or the
electronic part that drives the pump laser and stpp
additional features. In addition, the technicaliges
must be able to be implemented as long as possible
using domestic market ready components.

The main objective of this engineering work is

Keywords— EDFA, optical amplifier, control, currentto develop a reliable and robust low cost optical

control, digital control, FPGA
I. INTRODUCTION

T he need of a low cost
communication system in the

amplifier with a high gain in broad optical spectru

The other objective is to endorse the national
communication industry for market competitiveness
in order to support the policy of the Indonesian

and broadbandiovernment about the optimation of local content in
Indonesiarthe telecommunication infrastructures.

requires an appropriate solution. The optical fibre
network is the appropriate one. The technology for
optical fibre production becomes shopisticated so
that the cost of fiber optics decreases and The developed optical amplifier uses Erbium
consequently the bandwidth increases signifigantl Doped Fiber (EDF) as the main optical component. It

The newest technology in the fiber opticamplifies signals in C band. The EDF is driven by a
communication is the Wavelength Division

Il. BASIC THEORY
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powerful laser beam (pump laser) that is generaged namely the digital PI controller. The formulatiofi o

a laser diode. the digital PI controller is shown as:
zg 22 i—o—Psinya:VZZ‘TSlﬂm —e—Painyal= —17,?5dBmE KT
o ' |2 Psinye= 12 75cBm
B — (k) =u(k =1 + K[e(k) - e(k -1)] + (k)
e X
2700 VM-—\ (1)
26.50 \‘
g na G This formula is implemented using FPGA. The
52:22 . recent technplogy makes vendors possllble to produce
na FPGA massively and cheaply. FPGA increases also
o the flexibility of hardware programming and it che
o used to process high speed signals. Those are the
2 ———————— reason why we have been trying to subtitute the
oo microcontroller that we used in the first approgth
1625 00 1530.00 163500 1540.00 :xzsz‘eng::[l{l[:[:“} 1655 00 1660 .00 1665 00| and [3] With the FPGA'

Voo
.Fig. 1 EDFA Characteristic 13m long and for sigsiat
22,75dBm, -17,75 dBm, dan -12,75 dBm at 20 mW mgnpi

Vet

The characteristic of the optical amplifier using et isge

the EDF can be seen in figure 1. The problem occurs
since the laser diode needs a pretty high electric
current to pump a powerful laser beam. A high value
current that flows through the laser diode andubho

the laser driver will produce heat. Since they are Cumert
semiconductor devices, the heat will influence the s pent
characteristics of the device itself. The following H

effect is the unstable current. The unstable curren

affects the power of the laser beam and finally the

gain of the optical amplifier. There is a gain Fig. 3.Schematic diagram of the laser driver.
controlled optical as described in [2].

g Laser diode

. . Figure 4 and 5 show the design of PI controller igsd
Input signal Outputsignal jytegration to the laser driver. The design is
automatically generated by hardware description
language compiler. We used the VHDL code to create

the controller.

Current |
Controller [ l
Fig. 2.Block diagram of the optical amplifier L | l !
Since the dynamic of the current much faste ;M: -
than the change of the gain, the current must kf|=>—13=
controlled. Figure 2 shows the block diagram fa& th|| H—=
controlled optical amplifier. The laser driver (L |
the block diagram is established using only on

transistor as the current source. The circuit can f ||L— =
seen in figure 3. The system (input voltage andielio
current) builds a non linear system. However, & th
system works in a fixed operating point and the ) ) )
disturbance is small around that point, we may Fig. 4.Design of PI Controller using VHDL
approximate the system as a linear one. So we can

implement the most widely used control algorithm,
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Fig. 5.Design of PI Controller using VHDL

[ll. EXPERIMENTAL RESULTS
Fig. 7.The system response using feedback PI

The laser diode and the transistors in laser controller
driver are semiconductor devices and their
characteristics are influenced by temperature. €Sinc Using the PI controller with parameter Ti =

the value of the current for pumping is high enqugH).0004s, overshoot reduced below 5% as can be seen
then temperature increases significantly for a tmupin figure 7. The probably obviously delay time bét
hours. Even a fan does not help to keep the currestep response might be caused by the delay tirtreof
constant.  Furthermore, the system showADC and an additional filter for noise suppression.
inappropriate transient behavior. Once the system

switches to another operating point, there is dtyre The primary goal of the current controller is to
high overshoot. The figure 6 shows the step respongeep the current constant. In the experiment, the

of the system. The overshoot reached a value abajyistem operated in an operating point, and attainer
50% of a value in steady state. moment the load was changed. It caused permanent
current drop as can be seen in figure 8.

b

H

|
|
|
|
f
|
t

i

ool

CH 300W  CHo

Fig. 6.The system response Fig. 8.The system response under the occurrence of
According to the step response, the system can permanent load/disturbance
be approximated as a system with dominant
conjugation complex poles. It causes an badly With a controller, the current is recovered to

damping oscillation at the system before it reathes the reference value automatically after the occuee
steady state. Using a simple control analysis @] t of a permanent load as can be seen in the picture 6
parameters of controller are set to get an appatgpri Through an appropriate Pl parameter setting, the
damping factor so that the overshoot is reducetbup effect of a permanent load is not remarkable. The
5%. picture 7 shows the final result.
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Fig. 9.The system response under permanent load
using feedback PI controller

With Pl controller, the current is recovered to
the reference value automatically after the occuee
of a permanent load as can be seen in the picture 9
Through an appropriate Pl parameter setting, the
effect of a permanent load is not remarkable. The
picture 10 shows the final result.

1
1
3
1
|
1

Fig. 10.The system response under permanent load
using feedback PI controller

IV. CONCLUSIONS

The work on developing an optical amplifier
has been done successfully. The gain of the amplifi
reaches a practical value at 30 dB in a broad gpact
Using a simple Pl feedback control system that is
implemented using FPGA, the current can be kept
stable although there is perturbation around an
operating point. It keeps the gain of optical afigi
remain constant. The transient behavior of theesyst
is better through the reduction of the overshoddwe
5% so that it keep the lifetime of the laser long.
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Abstract - The conventional technique to
guantize blood glucose utilizes blood samples
extracted from a subject for further analysis by
chemical determination method. Penetration of
the syringe through the skin, though negligibly
sensed on a single performance, will result in
augmentation of sensation felt as pain after
several repetitions. This uncomfortable feeling,
hence reluctance to pursue a series of blood tests,
might prevent the progress a 24 hour blood
glucose monitoring by invasive investigation. To
over come this problem, a non-invasive device such
as the impedance or dielectric spectroscopy sensor
[1] adhered to the skin is intended as a practical
solution.

This research is a re-investigation based on
Natal van Riel [2] method to observe blood glucose
regulation, applying a modified Simulink M atlab
7.1.3 program. The electronic blood glucose
parameters thus obtained will be applied in
designing a non-invasive sensor device.

Key words: blood glucose, non-invasive sensor
device, dielectric spectroscopy.

I INTRODUCTION

The minimal model of glucose that analyzed by Van
Riel, proved the amount of glucose which have
received, gave an effect to the insulin and would
stimulate close loop system, so the level of glacos
rate which is increase can turn into normal coaditi

We refer to FSIGTT (Frequently Sample Intravenous

Glucose Tolerance Test) data which developed by Dr.

Richard. N. Bergman in 1970’s in Fig.1.
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Fig.1. FSIGTT data on Normal Subject

The result revealed, when a subject received a
glucose injection, thus the insulin rate amount wil
increase in order to keep a glucose rate at a norma
condition which is called “basal”. Van Riel was ngpi
Matlab Editor to simulate minimal model of glucose
that shown on Fig. 2.

measured input signal (insulin conc. time course)

° «_interpolated (resampled) signal

1201

100

8of,

[pUimL]

60

J4 N

e
205

. . . . . . . . .
0 20 40 60 80 100 120 140 160 180 200
t [min]

B R )

Fig. 2. Interpolated data of Insulin

For analysis, a review of Van Riel data [2] using
Simulation MatLab Editor, shows results on Fig. 3.
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Fig.3. Van Riel Simulation using MatLab Editor

The amount of glucose can then be represented by

mathematical formula :

o = k(6 — 6w) — g D
dX e r 1
=kl = 1) - 2)
::—: = }'[;'5:;:_ -G }{t — to) -
If (-.’.r.l = ﬂ:_: = =l (3)

Eqg. (1) to Eq. (3) can be described in a block
diagram , as shown in Fig. 4.

Plasma insulin were effected by interstitial insuli
and amount of plasma glucose will effected not
directly by interstitial insulin. Minimal Model of
Glucose can be modelize to be MatLab Simulink that
can make easily to modify any simulation.

1. Mathematical Model

Glucose Mathematics model are :
dGy;
dt

~=ky (G —60) — X0y G
4

In Laplace form:
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5.6 = k(G —Giy) =

X6z

5.6

kyGy — kG — XigGig

5.6y + Ry G = kG — XinGra

(5 + ky) Giy =kyGp — XG4
1 1
1 1
| G _ kyGp — X(5)G(s) |
| T (5 +ky) |
1 1
1 1
()
tt I(t) Kk X(t)
Mb plasma |e—2—>| interstitial LN
insulin insulin
ki 6O | xo
+—» plasma H—
glucose

Interstitial

Fig. 4. Minimal Model of Glucose Block
Diagram

Insulin Mathematics model are :

dXiy

— =y (10— Ip) = ka Xin)

ac

(6)

In Laplace form:

G +k)Xg =k,

X9 =

kolis)— kaly
(5 +k3)

)

Based on Eq. (4) to Eq. (7), the Model will be show

in Fig. 5.
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Fig. 5 Simulink Model (Glucose)

For insulin mathematics model are :

dlis
—= =y(Gpy — G )t — t,) — kly

dat

(8)
In Laplace form:
S.g = }":;G_:_. - Gr)e™" =kl

S5.0ig + klg = V[G:j:_ - G‘I}E_tu

5+ k) Ig = ¥(65y — Gy )e 10

Y{.G'::;l -G ]"J e~

0="T7n

©)

Based on Eg. (8) - Eq. (9), the Model will be show
in Fig. 6.
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Fig. 6. Simulink Model (Insulin)

1. Minimal Model of Glucose

Kinetics

From Eq. (1) to Eq. (9) then the Simulink
Program for Minimal Model of Glucose Kinetics can
be constructed as shown in Fig. 7.

Signal 1 E

Glucose Injection

Gb Glucose Basal
G(t) f—————
(1) 50
-n Insulin Basal X » |§|
Minimal Model for X@®
Glucose Kinetics
2 e

Fig. 7. Simulink Diagram Block for Minimal Model
of Glucose Kinetics

Executing simulink model in Fig. 7, we will get
graphs of important parameter i.e X..G. and

the Glucose injection, interstitial Insulin & Gl
level, will be shown in Fig. 8 to Fig. 10 respeety.

SSE - 04 3/5



Fig. 8. Glucose injection

Graph. 9 Interstitial Insulin

Fig.10. Glucose level
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IV. Conclusion

From the graphs in Fig. 1.8- Fig. 1.3, it can be
drawn conclusion i.e.: if glucose being injected to
normal and then glucose will effect insulin to
increase and when insulin level were growing up.

All graph above were in any scale of parameters.
With shown all the graph, we can compare a graph
that Van Riel done with Matlab Simulink Model are
easily to use and modify if there’s no accurat@dat
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Appendix.

Blood Glucose Minimal Model
MODIFY FROM VAN RIEL MATLAB ! FOR
NORMAL SUBJECT

x0(2) = 0;

Gb = 92;

Ib =11,

% for normal subject

x0(1) = 279;
Sg = 2.6e-2;
K3 =0.025;
Si=5.0e-4;
K2 = Si/K3 ;

p = [Sg, Gb, K3, Si, Ib];

tgi=[09211
2350 26
4287 130
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6 251 85
8 240 51
10 216 49
12 211 45
14 205 41
16 196 35
19 192 30
22172 30
27 163 27
32142 30
42 124 22
52 105 15
6292 15
728411
82 77 10
92828
102 81 11
122827
14282 8
162 85 8
182 90 7);

tu = tgi(;,[1,3]);

t insu = tu(;,1);
u=tu(;,2);

t gluc =t_insu;
gluc_exp = tgi(:,2);
insul_exp = tgi(:,3);

figure(1)

subplot(121);
‘Linewidth',2);

hold on

plot( [t insu(l) t insu(end)], [Ib Ib], '--
k','Linewidth',1.5);

ylabel(‘insulin level \muU/mL]); xlabel('time
[min])

plot(t_insu,insul_exp,'o0’,

subplot(122);
'0','Linewidth’,2); hold on

plot( [t_insu(l) t _insu(end)], [Gb Gb], '--
k','Linewidth',1.5)

ylabel('glucose level [mg/dL]); xlabel(‘time
[min]’)

plot(t_insu,gluc_exp,

figure(2)

plot(t_insu, u, '0"); hold on

plot( [t insu(l) t_insu(end)], [lb 1Ib], '--
k','Linewidth',1.5)

xlabel('t [min]"); ylabel('\muU/mL]")

titte('measured input signal (insulin conc. time

course)")
tspan =[0:1:200];
h = plot(tspan, interp1(tu(:,1),tu(:,2), tspar));'.
legend(h,'interpolated (resampled) signal’)
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%Simulation time vector:
tspan =t_insu;%tspan = union(t_insu, t_gluc);

ode_options =];

[t.x] =
ode4d5(@gluc_ode,tspan,x0,0de_options,tu,p);

%Output

gluc = x(:,1);

figure(3)

subplot(221);

h = plot(tspan,gluc,'-', ‘Linewidth',2); hold on

plot( [tspan(1) tspan(end)], [Gb Gb], '--
K','Linewidth',1.5)

ylabel('glucose level [mg/dL]); title('normal
FSIGT")

if exist('gluc_exp') %compare model output with
measured data

h1l = plot(t_gluc,gluc_exp,'or’, 'Linewidth',2);

legend([h,h1], 'model simulation','experimental
test data’)

end

u = interpl(tu(;,1),tu(;,2), tspan); %reconstruct
used input signal

subplot(222); plot(tspan,u,'--or', ‘Linewidth',2);
hold on

plot( [tspan(1)
k','Linewidth',1.5)

ylabel('insulin level
[min]’);

legend(‘interpolated measured test data’)

tspan(end)], [Ib Ib], ‘-

[\muU/mL]");xlabel(‘time

subplot(223); plot(tspan, x(:,2), 'Linewidth',2)
xlabel('time [min]); ylabel(interstitial insulin
[1/min]")
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The use of Carbon Nanotube (3,3) as Finger and Bus
Bar at Silicon Solar Cell to Minimize Shadowing sos
Effect: A Theoretical Approach

Arief Udhiarto*, Marnj and Djoko Hartanto

* Fac. of Engineering, University of Indonesia, Dk 6424
Tel. 7270078, fax. 7270077 emadrief@ee.ui.ac.id

Abstract— Shadowing loss is one of the factors
which cause low of efficiency in Solar Cell.
Shadowing loss is caused by metallic finger and
bus bar which block the sun light to enter
semiconductor. Carbon Nanotube (CNT) (3,3) isa
CNT with metallic properties. The use of CNT
(3,3) as finger and bus bar can minimize the
shadowing loss effect.

In this research we design a silicon solar cell
and simulate the potential of CNT (3,3) as finger
and bus bar. The calculation of n-type silicon
concentration was made to make sure that silicon
and CNT (3,3) has ohmic contact behavior. Other
aspect as series resistance also considered to
predict the potential of CNT (3,3) to increase solar
cell efficiency.

From calculation and simulation we got the
results that CNT (3,3) can be used as finger and
bus bar in silicon solar cell. The maximum n-type
silicon concentration to have ohmic contact
behavior is 3.25 x 10" /cm® The us of CNT (3,3)
can minimize shadowing loss and hence increase
solar cell efficiency.

efficiency of solar cell. One of the most popular
inventions in nanotechnology is Carbon Nanotube
(CNT). As the properties of the CNT become
understood, the implementation of the CNT is become
hot topic in many areas. Some of CNT has
semiconductor properties and the other one has
conductor properties. Using the superiority of CNT
properties, the high efficiency solar cell may be
obtained.

CNT (3,3) is a CNT with metallic properties. In
this research, we analysis the use of CNT (3,3) to
become finger and bus bar. By using this CNT the
shadowing loss can be reduce.

Il. BASIC THEORY

SOLAR CELL DESIGN

Solar cell is a device which directly converts the
incident solar radiation into electricity. This
alternative energy has many advantages as no noise,
pollution or moving parts, making them robust,
reliable and long lasting. Silicon is the most coomm
Solar cell's material for terrestrial applicationt is
consists of two different types of semiconductor, n

Keywords— Shadowing loss, silicon solar cell, CNTiype and p-type semiconductor.

efficiency

I. INTRODUCTION

The incident solar radiation will make electron to
be come free. These free electrons will flow to
connecting wire and make an electrical current.
Unfortunately, not all photon energy can make
electron to become free. Some of photons cannet ent

olar cell efficiency are affected by many factorsinto cell because of finger and bus bar. Theseefing

One of them is power lose caused by shadowirgre known as metallic top contact and used to clle
loss effect. The power loss caused by shadowirg losurrent. Using fewer fingers will allow more photon
is about 13.1% from the total power loss [1]. Thisntering to the cell but it will make less freeatten
shadowing loss is caused by finger and bus bar tf reach finger. Using more fingers will guarantyef
solar cell which used to collect current from saall. electron to reach finger but it is mean that fewer
Photon energy which expose solar cell is not dgtirenumber of photon will enter into cell and release
absorbs by the cell. Light which can enter inte thelectron. The key design trade-off in top contact
cell will give its energy and make electron to beef  design is the balance between the increased xesisti
The other light cannot enter into cell caused hgdr losses associated with a widely spaced grid and the
and bus bar which block the light. This phenomenoimcreased reflection caused by a high fraction efain
is known as shadowing effect which will causecoverage of the top surface [2].
shadowing loss. To maximizing absorption and minimizing

On the other hand, the new inventions irrecombination, we need to minimize parasitic regst
nanotechnology give new challenge to enhance thess. Parasitic resistive losses are caused byt simah
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series resistance. Shunt resistance is processfiegtd Power loss caused by shadowing effect is
product rather than a design parameter. However, thalculated based on Equation 1 for finger shadowing
series resistance is controlled by the top contatss and Equation 2 for bus bar shadowing loss.
design and emitter resistance. We need to be dgrefu W f

designed for each type and size of solar cell sirac Psf = -t f)? (D)

in order to optimize solar cell efficiency [2].

Figure (2) shows the series resistance of a solar
cell. Finger and bus bar resistance dominate the
overall series resistance and are therefore must be
considered in solar cell design.

The design of the top contact involves not only the Doping concentration under metal contact must

nﬁ|n|m|zat:|onsdof the f|nfg|er and bus bf'” rzs's.tim’ match with the metal to make ohmic contact behavior
the overall reduction of losses associated withttipe instead of blocking contact.

contact. These include resistive losses in thetemit
resistive losses in the metal top contact and sigadi ~ArRBON NANOTUBE

Ios§es. The crltlcal features of the top contasigie CNT is made from concentric cylinder of graphene
which determine how the magnitude of these Iossqea@er. It can be metallic, semiconducting, or sestah

are the finger and bus bar spacing, the metal beigljepend on rolling direction. Based on its rollirigedtion
to-width aspect ratio, the minimum metal line widthcNT can be zig-zag, armchair, or chiral. Two typés
and the resistivity of the metal. These are showthé  single-wall nanotubes (SWNTs) have a pure axial
Figure 3. [2]. symmetry, so-called armchair (A) and zigzag (Z)
nanotubes. The graphene rectangle shown in Figure
3(B), gives an armchair (A) nanotube when wrapped
from top to bottom Figure 4 and a zigzag (Z) nabetu
when wrapped from left to right. Any other type of
nanotube is chiral.[3]

ntWp
=[1-tp) —— 2
Psp= L-tp) We (2

A

fingers

‘5\\\

u bushars

Fig.1. Top contact design in a solar cell [2]

grid lines

S —
busg bar il
. . b bt de b de b ks
e
i o i O Fig.3.(A) Honeycomb lattice structurg of graphene. (Bitica
~——— Remitter —> structure of [10,10] armchair SWNT3]
T T Rbase T p-layer Because of its size, CNT is transparent to light [4

Fig.2. Bus bar, finger and current flows in solell {2]
. EXPERIMENTAL RESULTS

Aspectratb:rest:t The design of solar cell is based on structure
. " minimum metal shown in Figure 1. Finger and bus bar are CNT (3,3)
i :E,;‘:‘t‘f;ﬁu line width The analysis of used of CNT (3,3] was done based

Finger spacing, 5 ) on theoretical approach. CNT (3,3) was chosen
large height-to-

width aspect ratio because it has metallically properties. This CRBX

is used as finger and bus bar. CNT (3,3) has work
function 4.5 ev [5]. By using n-type silicon
semiconductor material as emitter and using Eqgnatio
(3), (4) and (5) the maximum doping concentratian f
Fig.3. Key features of a top surface contactings® [2]  n_type silicon semiconductor is 3.25%¥@m3. Above
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this concentration, the junction will become bloaki Finger spacing in this research is made lower than
contact instead of ohmic contact. 10% ¢cm, and then the contact loss can be neglected.
Finger shadowing loss is calculated using
_ ) Equation (1). As the transparent coefficient of CNT
EO-Efn= (EO-Ec) + (Ec-Ei) — (Efn-Ei) &¥host 1, then finger shadowing loss is almost 0.
Efn-Ei = (E0-Ec) + (Ec-Ei) — E0-Efn) (4)Equatior_1 (2) is used to calculate bus s_had_owing
. loss. By using tb near to 1, the bus shadowing i®ss
Np = ni e &K (5Imost 0.

From the previous research conduct by Daisuke

Every electron which already free is needs t&/chida, Faculty of Technology, Tokyo University of
travel onto finger to become current. When traglinAgriculture and Technology, the maximum value of
onto finger some of them are recombine with holeshadowing loss is 13.1% [6]. Using CNT (3,3) as
This recombination will reduce number of electron t finger and bus bar in solar cell can reduce thss o
become current. To reduce this recombination, spagémost 0 and then increase total solar cell efficje
between fingers must be less than electron diffusio
length.

Space between fingers was designed to be a half of IV. CONCLUSIONS
electron diffusion length or about i€m. Finger i
spacing was designed to be less than electron The use of CNT (3,3) for finger and bus bar can

diffusion length. Using Equation (6) the resistloes Increase the efficiency of solar cell. The sigrific
for finger is 10"° W. increase is obtained from the fact that the useNt

(3,3) can reduce parasitic resistive include resist
loss, top layer loss, contact loss, and shadovdssg. |

1 JImp szsmf To make sure that CNT (3,3) has ohmic contact
Prf = —— S (Broperties, the maximum doping concentration for n-
MVmp WF type semiconductor is 3.25 x‘tecn?.
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Theoretically contact loss is affected by doping
concentration, but the doping concentration in this
case is low enough and then contact loss is not
affected by doping concentration. This case isdo b
known as thermionic emission.
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Design and Implementation
Artificial Intelligence of Path Searching Robot
Based on Microcontroller BASIC Stamp
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Abstract-Artificial intelligence in robotics, as a
smart algorithm programmed into the robot, is
needed by the robot to help human to do some
work automatically and in autonomous way. In
thisresearch, theimplanted artificial intelligenceis
designed for path searching, included in mapping
activity, from dsarting point at corner to
destination point at center, in controlled
environment like maze. General speaking, this
ressarch want to contribute in knowledge
development under  robotics domain  of
autonomous position-sensing and navigation.

Robot design for this artificial intelligence
consists of two aspects, i.e. robot prototype itself,
and maze environment where path-searching
robot will run. Implementation of robot involves
three aspects, i.e. input (sensor to capture
information from the environment), process
(processor and its supporting system as robot
brain for data processing), and output (as result of
data processing, it can be signal for controlling the
motor, etc).

The artificial intelligence in this research is
implemented using PBASIC programming
language, with BASIC Stamp BS2px from Par allax
as targeted microcontroller. Multi  bank
programming styleisused to utilize 16 KB internal
EEPROM resource, comprise of eight memory
bank with 2 KB capacity respectively, to save
program code. This code supports robot function
for path searching in maze, by using Flood-Fill
algorithm and modified Flood-Fill algorithm as
main algorithms. Flexibility and scalability are two
concepts of this artificial intelligence to
accommodate features addition and to anticipate
mor e complex maze environment.

I. INTRODUCTION

obot, to associate behaviors with a place

(localization) requires to know where it is and to
be able to navigate point-to-point. Such navigation
began with wire-guidance in the 1970s and progresse
in the early 2000s to beacon-based triangulation.

For indoor application, current commercial robots
autonomously navigate based on sensing natural
features. The first commercial robots to achievie th
were Pyxus’ HelpMate hospital robot and the
CyberMotion guard robot, both designed in the 1980s
These robots originally used manually created CAD
floor plans, sonar sensing and wall-following
variations to navigate buildings. The next genersti
such as MobileRobots’ PatrolBot and autonomous
wheelchair both introduced in 2004, have the apbilit
to create their own laser-based maps of a buildimd)
to navigate open areas as well as corridors. Their
control system changes its path on-the-fly if
something blocks the way [1].

At the other side, outdoor autonomy is most easily
achieved in the air, since obstacles are rare.s€rui
missiles are rather dangerous highly autonomous
robots. Some of unmanned aerial vehicles (UAVS) are
capable of flying their entire mission without any
human interaction at all except possibly for the
landing where a person intervenes using radio remot
control. But some drone aircraft are capable difa,s
automatic landing also.

Outdoor autonomy is the most difficult for ground
vehicles, due to: a) 3-dimensional terrain, b) grea
disparities in surface density, c) weather exigesici
and d) instability of the sensed environment. The
Mars rovers MER-A and MER-B can find the position
of the sun and navigate their own routes to
destinations on-the-fly by: a) mapping the surface

Keywords— Atrtificial Intelligence, robot, autononsou with 3-D vision, b) computing safe and unsafe areas

position-sensing and navigation,

microcontroller,on the surface within that field of vision, c) coatipg

PBASIC, Basic Stamp, multi bank programmingoptimal paths across the safe area towards theedesi

Flood-Fill algorithm_ modified Flood-Fill algorithm

Proceeding 18 Int'l QIR 4-6 Dec 2007

destination, d) driving along the calculated rouwdg,

repeating this cycle until either the destinatian i

reached, or there is no known path to the destinati
Il. BASIC THEORY

SSE - 06 1/5



ISSN: 1411-1284

separated by walls and choose the one with thesbwe
The objective of this research is to create aiéifi distance value. In Fig.1c above, the robot would
intelligence for path searching robot from startoglj ignore any cell to the West (left side) becauseetlie
at corner to destination cell at center of the mazawall, and it would look at the distance valueshef
without breaking 2-dimension walls, represented bgells to the North, East, and South since thoseare
black line that exist in different side on eachl celseparated by walls. The cell to the North has aeval
(Fig.1a). Fig.1b illustrates how at starting cetibot of 2, the cell to the East has a value of 2 andctike
has no information about walls except at the curreto the South has a value of 4. The routine sors th
cell where robot is standing on and detect walhgisi values to determine which cell has the lowest dista
its sensors. value. It turns out that both the North and Eadisce
have a distance value of 2. That means that thet rob

can go North or East and traverse the same nunfber o
s cells on its way to the destination cell. Sincening
e e G would take time, the robot will choose to go fordiar

. I e 2 = 1 ¢ 1 2| to the North cell. Fig.2a gives generic algorithan f
5 4 1 2

6 | 3 2 | 3 ’

& 5 4|3 4 4 3 2 3 4 4 3 2 3.4
"

2 3 3 2 1 2 3 3 2 1 2 3

29 g g ﬁ— 2 1 2 3] |that case.
; ﬁ-l i il s Furthermore, every interior wall is shared by two
cells so when robot update the wall value for cglg ¢
@ (b) © robot can update the wall value for its neighbor as

Fig.1. (a) Maze with wall (b) Maze view by robotstart ~ Well (Fig.2b).
(c) Robot move to other cell

To solve this path searching problem, Flood-Hill

algorithm and modified Flood-Fill algorithm are dse
as main algorithms for this artificial intelligence
The Flood-Fill algorithm involves assigning
values to each of the cells in the maze where these
values represent the distance from any cell on [the yes
maze to the destination cell without breaking traglw
The destination cell, therefore, is assigned aeaiu
0. If the path searching robot is standing in &wéh
a value of 1, it is 1 cell away from the goal. liet
robot is standing in a cell with a value of 3,st3
cells away from the goal. Fig.1b represents initjal
value for every cell known by robot at start with
initial assumption there is no wall at all.
For the maze at Fig.1, we would have 5 rows by 5
columns = 25 cell values. Therefore we would need
25 bytes to store the distance values for a complet
maze. Actually, for this research, we have designed
other data needed by a cell, as shown by Table
below.

Cell to the No
North separated

by a wall ?

Cell to the
North separated
by a wall ?

- Turn on the ‘North’ bit for the
cell robot is standing on

- Turn on the ‘South’ bit for the

cell to the North

Push the North
cell onto the stack No
to be examined

Cell to the No
East separated

by a wall ?

Cell to the Yes
East separated

by a wall ?

- Turn on the ‘East’ bit for the
cell robot is standing on

- Turn on the ‘West’ bit for the

cell to the East

Push the East
cell onto

the stack to be No

examined

Cell to the
South separated
by a wall ?

No Cellto the Yes
South separated

by a wall ?

- Turn on the ‘South’ bit for the
cell robot is standing on

- Turn on the ‘North’ bit for the

cell to the South

Push the South
cell onto the stack No
to be examined

Cell to the No
West separated

by a wall ?

Cell to the Yes
West separated

by a wall ?

Push the West
cell onto
the stack to be

examined

Pull all of the cell
from the stack

Sort the cells to determine which
has the lowest distance value

- Turn on the ‘West’ bit for the
cell robot is standing on

- Turn on the ‘East’ bit for the

cell to the West

Table 1. Cell data design (put in Scratchpad RAM) Yes
CoordinateValue (Address: 0 - 24)

x-axis = nibblel (bit 7 ... 4)
uoEnaang y-axis = nibble0 (bit3 ... 0)

DistanceValue (Address: 25 - 49)

Minimum = 0 (00000000b)
HUOEEHNN Maximum = 255 (11111111b

WallValue (Address: 50 - 74)
Bit 7 - 6 = Robot orientation Finish
ugEnaEnn Bit 5 = Side wall check status

Bit 4 = Checkpoint status

Move to the neighboring cell with
the lowest distance value

00 f fac!ng North Bit 3 = West wall existence (@) (o)
0 1 = facing East o -
_ . Bit 2 = South wall existence
1 0 = facing South| o.. © _ : . o . .
1 1 = facing West Bit 1 = East wall existence Fig.2. (a) Deciding lowest distance value (b) Uptawall
Bit 0 = North wall existence map

When it comes time to make a move, the robot
must examine all adjacent cells which are not
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The instructions for flooding the maze with

distance values could be like algorithm at Fig.3
below.

Let variable Level = 0
Initialize the array DistanceValue so that all values = 255
Place the destination cell in an array called CurrentLevel
Initialize a second array called NextLevel

oy )

-

Y

Remove a cell from CurrentLevel

ISSN: 1411-1284

going North or South means going up in distance
values. So the cell values need to be updated. When
the robot encounters this, it follows this rulé:a cell

is not the destination cell, its value should be pfus

the minimum value of its open neighborbi the case
above, the minimum value of its open neighbors.is 3
Adding 1 to this value, results in 3 + 1 = 4. Thaza
now looks like Fig.4b.

There are times when updating a cell's value will
cause its neighbors to violate tli¢ + minimum
value” rule and so they must be checked as well. We
can see in our example above that the cells to the
North and to the South have neighbors whose

DistanceValue
(cell) = 255 7

let DistanceValue(cell) = Level and
place all open neighbors of cell into
NextLevel

.

The array
CurrentLevel is
now empty ?

No Level = Level +1,
CurrentLevel = NextLevel, |—
Initialize NextLevel

Is the array
NextLevel empty
?

Finish

Fig.3. Flooding with distance values for Flood-Fill
algorithm

The modified Flood-Fill algorithm at the other
side is similar to the regular Flood-Fill algorithim
that the robot uses distance values to move albeut t
maze. The distance values which represent how far
the robot is from the destination cell, are follaie
descending order until the robot reaches its gded.
the robot finds new walls during its exploratiohet
distance values need to be updated. Instead of
flooding the entire maze with values, as is theecas
with the regular Flood-Fill, the modified Flood-Fil
only changes those values which need to be changed.

4 im gl g A

3o g S8 ca e
: z

ﬁ|1o1z i|1o12
- .

T S Wte e e T e Bl

@ (b)

Fig.4. (a) Old distance value (b) New distance &alu

minimum value is 2. Adding a 1 to this value result
in 2 + 1 = 3 therefore the cells to the North amdhte
South do not violate the rule and the updatingineut
is done. Now that the cell values have been updated
the robot can once again follow the distance valnes
descending order.
So our modified Flood-Fill procedure for updating
the distance values is looked like Fig.5 below.

Make sure the stack is empty
Push the current cell onto the stack

\

/

Pull a cell from the stack

distance value =
1+ the minimum
value of its open
eighbors 2

/

Change the cell to 1 + the minimum
value of its open neighbors and
push all of the cell's open neighbors
onto the stack to be checked

Is the stack
empty ?

- |

modified Flood-Fill algorithm

Fig.5. Flooding with distance values (if necesséoy)

As summary for both of algorithm, every time
robot arrives in a cell, the Flood-Fill algorithmiliw
perform the following steps [2], i.e.: 1) Updatesth
wall map, 2) Flood the maze with new distance \&lue
(if necessary for modified Flood-Fill algorithm)) 3
Decide which neighboring cell has the lowest distan

. value, 4) Move to the neighboring cell with the kst
Fig.4 shows how our robot moves forward one celllistance value.

and discovers a wall. The robot cannot go Westitand
cannot go East, it can only travel North or Soltht
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In this research, experiment is conducted tdvicrocontroller Parallax SX48
confirm the functionality of our artificial inteljience E:gcre;-:']oggcei?on - 321 gﬂggoﬁz;?ﬁctionslsec
for .path searghlng robot from starting cell tg RAI\QA Size P 38 Bytes (12 10, 26 Variabie)
destination cell in the maze. Scratch Pad RAM 128 Bytes

The artificial intelligence itself will control the [EEPROM (Program) Size 8 x 2K Bytes, ~4,000 inst.
system with simple diagram block (Fig.6a) thatNumber of I/O pins 16 + 2 Dedicated Serial
always consist of input, process, and output sectio | Voltage Requirements 5-12vdc

Input section receives wall information from the-Current Draw @ v 55 mA Run/ 45\ Sleep

. . . . .. Source / Sink Current per I/O 30 mA /30 mA

maze using infra red reflective object sensor Féilc s o 7sink carrent perunil 60 mA /60 mA peiBpins
Semiconductor QRD1114 and Honeywell HOA708-1-5BASIC Commands*™* 63

Output section for robot maneuver -- in order §oPC Programming Interface Serial (19200 baud)
avoid breaking the wall, is handled by continuoysWindows Text Editor Stampw.exe (v2.2 and up)
rotation servo that received signal from Process

. . . *70% Non-Condensing Humidity
section to control motor speed and direction. * Using PBASIC 2.5 for BS2-type models

Process section is handled by microcontroller
BASIC Stamp BS2px and its supporting system. Eyperiment is conducted using some maneuvers as
Here, the artificial intelligence is implanted witho  jjjystrated by Fig.7 and internal data processisg i
main algorithms, as shown by Fig.6a. Information ofyonjtored via PC using serial communication, as
maze map size, with initial distance value for §vershown by Fig.8a. Monitoring system itself involves
cell, also initialized at this section. Of cours#, depugging code that was embedded to the artificial
initialization, robot does not know about wall Mapintelligence, so it will make life easier to detertd
information. repair any existing bug. Fig.10 shows the monimrin
system in detail.

Initial Map
w/ Initial Distance Value
w/o Wall Value

Output :

3
2
-
3 2 /
——» Process —» Robot Maneuver 4 I s
to Destination

T @ (b) (© (d)

4

3

ORGSR

S R
e
ST Rt
wi e G
S S R

2
1
0
1
2

& e R
a

o CE N

SRR TR

2
1
0
1
2

B
S R

Input :
Cell Wall Info

Artificial Intelligence Fig.7. Prototype maneuver
w/ main algorithm:
Flood-Fill & modified Flood-Fill

(@)

The command: | DEBUG "Hello, it's me.."

Causes the BASIC Stamp to send Click the ‘Run’ button
a message to the Computer

RAM Map
BUEE NS 76543210

GEREN-IE ]

The Debug Terminal appears with a
message sent by the BASIC Stamp

BN -Prc  [EE-Wod [E-Byie
S -Nbble E-Bt  [1-Unused

(b)

Fig.8. (a) Prototype testing (b) Usage of RAM

o

Dosths_ fomCowl o 1% I~ OTA I ATS
3  emx oo ecis

el
| |
L o
Hello, it's me, your BASIC Stamp! j‘

Microcontroller

Microcontroller BS2px has three types of internal
BS2px L=}

o e [ e memory resource, i.e. 1) EEPROM for storing
program code, 2) RAM for assigned and temporary

(b) variables, and 3) Scratchpad RAM for storing cell’s
Fig.6. (a) System diagram block (b) Implementatibn data (see Table 1). Fig.8b shows internal RAM
block process in BS2px development environment [3] resource used by assigned variables that congtrisct
artificial intelligence. RAM itself has total capgcof
Fig.6b illustrates how the artificial intelligence 13 Words (REGO - REG12).

was developed and implanted to the microcontroller Using multi bank programming style, program

BS2px with specification provided by Table 2. code for artificial intelligence is stored from

Table 2. BS2px Specification [4] EEPROM bank 0 to bank 3 with its own usage
Package 24-pin DIP percentage shown by Fig.9. Internal EEPROM itself
Package Size (L x W x H) 1.2"x0.6"x0.4" comprised of eight memory banks (bank 0 to bank 7)
Environment* 0°-70°C (32°-158°F)
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with capacity 2 KB in each, together form totalbecause robot just go forward rather than turnirag t
capacity of 16 KB. take more time.

T 4. Move to the neighboring cell with the lowest
distance

Fig.10b shows robot move from cell at (0,2) to eell
(0,3). It proves this step.

EEPROM BANK 0 :
17 % FULL

EEPROM BANK 1 :
81 % FULL

|45 Debug Terminal #1 4

Com Port BaudFiste:  Parly Data Bits: Flow Contof g . - oTR [ ATS
[cowt =] [rs200 =] wone =] Je =] Jor F] g px @ psk @ cis

q

Display Wall Sensors_Reading = 00000100
[=,7] 0,2]
hasCelllnfa

isVisivedCell

EEPROM Map EEPROM Mop
O[i[z[3]e[s e ]7[o 3 [ATBICIDIE[F]a]

EEPROMBANK2: - EEPROMBANK3: imiﬁh
81 % FULL 77 % FULL

[
1
o
1
o
[
o
o
[
z

hasValidCheckpoint
cellDistance

Maze: Coordinste + Distance + Vall
04 + 4 + 00000000 | 14 + 3 + 000DOODO | 24 + 2 + 0D0ODOOD | 34 + 3 + DOODOODO
32 + z + 00000ODO
3z + 1 + 00000000
31 + 2 + 00000ODO
30 + 3 + 00000ODO

44 + 4 + 0000D0OD
43 + 3 + 00000000
4z 4 Z + 00DODOOD
41 + 3 + 0000DDOD
40 + 4 + 0000D0OD

03 + 3 + 000ODOOD | 13 + Z + 00000OD0 | 23 + 1 + 0000DOOD
0Z 4 £ + 00011010 | 1Z + L + 00001000 | 2Z + 0 + 00000000
0L + 3 + 00111000 | 11 + 2 + 00000000 | 21 + 1 + 00000000
00 + 4 + 00111110 | 10 + 3 + 00001000 | 20 + 2 + 000000OO

(d) (@)

Fig.9. Usage of EEPROM Bank ke pashes b phots fmiom v o s

@ RX @ DSR @ CTS

Fig.10 shows the monitoring process fOr SO e s smrer tessing = siiosm
maneuvers of path searching robot, as illustratg( |«

Fig.7. At robot position like Fig.7c, monitoringstat

is shown by Fig.10a. At robot position like Figl] |=amsen

facinglest

monitoring result is shown by Fig.10b.

hasvalidCheckpoint

What monitoring process want to tell us is|t| [======

Maze: Cosordinate + Distance + Wall

mod|f|ed Flood-F”I algonthm has already Work' 04 4 4 + 0DOODOOD | 14 + 3 + 00000000 | 24 + Z + QOODOOOO | 34 + 3 + DO0DOODO

03 + 3 + 00011000 | 13 # 2 + 00000000 | 23 + 1 + DODDODDO | 33 + 2 + 00000000

summary for that algorithm, every time robot arsiy (s 1 11 | 1511 temsoss | o1+ 5+ sosseass | 25 + 2 & Saasacas
in a cell, the Flood-Fill algorithm will perform gh-1="**>

0,31

woooooOrOkR -

44 + 4 + DDOODOOD
43 + 3 + D0ODOOOD
4z + z + D0ODOOOD
4l 4 3 + D0O00OOD
40 + 4 + D0ODDOOD

10 + 3 + ODDDLODD | 20 + 2 + DO00OOOD | 30 4 3 + 00000000

following steps: (b)

1. Update the wall map Fig.10. Monitoring for prototype maneuver
Fig.10a gives Wall value = 00011010b at cell with

Coordinate value = (0, 2). From Table 1, it mednad t IV. CONCLUSIONS

robot facing North because bit (7-6) = 00b. The cel

has already been checked for side wall and fraamt-re ~ Path searching from starting cell to destinatiah ce
wall (has reach checkpoint) because bit (4) = 1kind has been accomplished by the artificial intelligenc
(5) = 1. Based on that, it is no need again fodsing Flood-Fill algorithm and modified Flood-Fill
gathering wall info that has already got, i.e. ¢hare algorithm.

walls at West and East side because bit (3) = 1bénd

(1) = 1. REFERENCES
2. Flood the maze with new distance values (ifl] Wikipedia, “Autonomous robot”, 2007,
necessary) http://id.wikipedia.org/wiki/Robot

The cell at (0, 2) need to update its distance eval2] Steve Benkovic, Hints, Ideas, Inspiration for
because its recent distance value = 2, violates ‘fifil Mice

a cell is not the destination cell, its value shibble Builders', 2007, http:// micromouseinfo.com/.

one plus the minimum value of its open neighhors3] Andy Lindsay, ‘Robotics with the Boe-Bot,

Artificial intelligence updates this value. Fig.10b  Student
show updated distance value = 4. Guidé, Parallax, Inc. Press, California, 2004.

[4] Parallax Inc., Stamp Specificatiofis2007,
3. Decide which neighboring cell has the lowest http://parallax.com/Portals/0/Downloads/docs/pro
distance d/stamps/stampscomparison.pdf.
Fig.10a shows there are two open neighboring cells
with lowest distance = 3, i.e. cell at (0,1) an¢3j0
The artificial intelligence choose cell (0,3) to veocon
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Design of Electro-Absorption Optical Modulator
Incorporated with Waveguide MQW AlGaSb/GaSb and
Fabry-Perrot Grating Cavity Structure for Fiber-Opt

1.55 pum Communication System.

P. S. Priambodo, Harry Sudibyo and Djoko Hartanto
Department of Electrical Engineering, Universitas Indondsi@onesia

Abstract— Electro-absorption optical modulator based
on waveguide structure incorporated with MQW
AlGaSb/GaSb and Fabry-Perrot (FP) grating cavity
structure has been designed for fiber-optics 1.55m
communication systems. Different to the transversal
modulator structure, where the Fabry-Perrot cavity is
in the form of thin film layer Bragg Reflector, the
modulator with waveguide structure is incorporating
Fabry-Perrot cavity with grating mirror. The
advantage of waveguide modulator in comparison tche
transverse structure one is the improvement on the
on/off ratio and further being able easily to be
integrated with semiconductor laser source and
semiconductor amplifier, which are grown on top ofthe
same GaSb substrate. This paper contributes in the
development  of  electro-absorption waveguide
modulator design software.

type of modulators is that it is not able to be grown
and integrated with semiconductor lasers and light
amplifier on top of the same substrate. The other
disadvantages are the need of very high drive voltage
and require longer light interaction, which cause
higher device capacitance [2]. The higher drive
voltage requires an extra power supply to the
modulator, which is not compatible with the high-
speed electronic circuits (5V or less) [3]. On the other
side, higher capacitance causes low-speed device.
This makes electro-optics modulators not the final
answer.

Advances in material growth and processing
have made it possible to fabricate thin layers of
semiconductor For

with very high precision.
instances, molecular beam epitaxy (MBE) and metal
organic chemical vapor deposition (MOCVD) have
the capabilities to grow high purity semiconductor
heterostructure layers with smooth interfaces. This
technology makes the quantum mechanical effect
possible to happen. One of the significant of this
semiconductor  layering technology is the
Interest in  high-performance  optical development of semiconductor multi quantum well
modulators has increased since 1990s due tdMQW) electro-absorption modulators. Electro-
increased performance demands of communicatior@bsorption on semiconductor structure is the most
systems that use them. For long haul communicationultimate technology applied for optical modulators.
systems, where the bandwidth of fiber optics reachedts operation principle is based on Franz-Keldysh
THz and conversion speed between optical andeffect [4], i.e., a change of the absorption spectrum
electronic have increased to tens of GHz, has led téaused by an applied electric field, which change the
search for reliable high-speed modulators. band-gap energy. This mechanism effect is called
Modulation technique by directly injecting tunneling process. The theory states that the material
semiconductor lasers is not accepted since it causabsorption threshold shifted to the long wavelength
non-stability and creates chirps that result in lowdue to applied voltage on the material. However,
speed performance [1]. The answer for the demandysually the applied electric field does not involve the
is only external modulators. In the field of optical excitation carriers.  In the earlier time, the
computing and communication systems, the need fodevelopment of electro-absorption modulator was
encoding and delivering large amount of data andstarted with bulk material. Further, it was known that
switching light with low energy, has encouraged tothe effect of electro-absorption is increased several
seek for compact optoelectronic devices. folds by using multi-quantum well structures in the
. _modulator [3]. The quantum well creates a
There are at least four types of external opticalgqhinement effect on electrons and holes, which are
mo_dulators have been developgd by research_er§rapped inside the wells. The multi-quantum well
which are based on electro-optics, acousto-opticSyr ey e, consists of barrier and well, each
magneto-optics and electro-absorpthn. EIeCtro'Opt'Csapproximately 74 thin, cause electrons and holes
modulators have been developed since 1970s. The o in 2-D movement. The movement limitation

electro-optics ‘modulators mostly work based ongp, yhe other dimension (perpendicular direction to the

Pockel’'s and Kerr's effects. The disadvantage of th'squantum well structure) creates quantization on

Keywords — electro-absorption, optical modulator,
Fabry-Perrot cavity, waveguide MQW, waveguide
grating.

I. INTRODUCTION

Proceeding 18 Int'l QIR 4-6 Dec 2007 SSE - 07 1/5



ISSN: 1411-1284

electrons and holes density state function in thetransversal modulator.
structure. This sharpens the absorption curve and

definitely improves the modulator more effective [1]. Fp
A photon with sufficient energy will be absorbed and
will create a pair of electron and hole and called as a
exciton. Because trapped inside a quantum-well, th
exciton-energy bonding increases. Because of th

quantization energy and the high-exciton eNe1Yhias contact area, which finally reduces the

bonding, it will sharpen the absorption curve. To . : .
increase the effect of quantum well, researcherscapacnance and smaller capacitance means higher
increase the number of quantum well become mum_speed.
quantum wells. The most fundamental effect due to  Different to the one applied on transversal
the applied voltage is decrement of the zero-pointmodulator, which use asymmetric FP cavity, in this
energy of the electron-hole quantization energy in thewaveguide modulator structure, it uses symmetric FP
quantum well.  This effect is called quantum- cavity. The reason that the transversal modulator uses

confined Stark effect (QCSE) [5]. asymmetric FP cavity is due to requirement as a

More over, there are two fundamental structures iheﬂ% ntrHP %i@lg{&kbso %Rhgpéf%g]e{ﬁoa'&% |I.hel'he first stru
structure of vertical cavity surface emitting laser waveguide structure Is required to'be a transmittance
(VCSEL) and ideal for 2D-array interconnection and
computing applications [6]. The disadvantage of
transversal structure modulator is that the light-
material interaction is very short, as short as the
thickness of the MQW layer; this makes the on/off
ratio low. To improve light material interaction, it
mostly uses asymmetric Fabry-Perrot (FP) cavity
structure [7-9]. Where the back reflector on the
substrate is Bragg stack quarter wavelength thin film
layer 99% reflectivity and the front reflector is
mostly a simple air and semiconductor interface 30%
reflectivity. In general, transversal modulator is
designed for reflectivity modulator [7-10]. The
second type is waveguide modulator, where the light-
material interaction is longer than the transversal
modulator; it means it has higher on/off ratio.
Another advantage of waveguide type modulator isFigure-1.  Electro-absorption  waveguide type
possibility to be integrated with laser and modulator incorporated with a symmetric Fabry-
semiconductor optical amplifier, and grown them on Perrot cavity structure and grating mirrors.
top of the same substrate [5]. Transversal and
waveguide type modulators have their own There are at least 3 important things to calculate
advantages and disadvantages. Nevertheless, for tffich that the modulat working. The first is a design
sake of device integration, higher on/off ratio and such that only a single fundamental mode running the
good speed reasons, the author has chosen waveguig#@veguide modulator. Since the waveguide itself
type modulator to achieve high speed and efficientconsist of many layers of superlattice and MQW, it
optical modulators. needs an averaging estimation of the effective index
of the waveguide. The optical properties of
subwavelength repetitive thin layer stack can be
Il. DESIGN AND CALCULATION explained approximately by using effective medium
. . . theory [11-13]. In the limit of d~>0, where d is the
Since a waveguide type optical modulator has apickness of each superlattice or MQW layer, the

long light-material interaction, hence, most effective waveguide refractive index is
researcher use a single-pass method for the light

interacts with the electro-absorptive region. They Nwg = [N |_2+f(nH2-n|_2)] 05

never need to reuse the absorptive region. This is (1)
definitely different to the transversal type modulator, . .

where it has only very short light-material interaction Wheref is the ratio ofd./(dy+d,) andd, andd, are
structure, the one needs to reuse the electroldYer respectively.

absorptive region by applying FP cavity structure [7-  The second, after knowing the effective
9]. However, for technical reasons, only asymmetricrefractive index of the waveguide, then continuing to
FP cavity structure can be implemented on thecyiculate the number of modes inside the waveguide

The new idea brought in by this paper is applying
cavity structure on waveguide type modulator as
I§h0wn on Figure-1. By implementing the FP cavity
structure on the waveguide modulator, it will reduce
he length of light-material interaction region.

eduction of the interaction region results in smaller

modulator.
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by using the following dispersion equation [14]: i

Perturbation

2k g h cosd — 2@ - 2D, = 2qn ) [ =aae
whereq is an integer (0,1,2, ...), which identifies the ______, wo# |
mode number. The phase-shiftgsand®. are phase- B 12
shifts at the interface substrate and cover anc —
represent the function @t For near symmetric film @ s
structure such as in our design, the number of mode 4@
in waveguide can be derived from Eq.2, to be [14] —>:

2d “PERTURBATION’" REGION
— 2
N—T Y]Ng—ni (3) z=0 z=f

Figure-3. (Uppen Grating mirror as a part of FP
where N is integer number amdl= g+1. Further on,  cavity, (ower) the coupling between the forward and
the exact value df can be solved computationally by backward intensities inside the corrugated section.
using Eq.2.

The coupling between the backward B(z) and the

The detail structure of the electro-absorption forward A(z) can be described by [15]

waveguide modulator design is shown in Figure-2.

Opposite to the forward bias for laser semiconductor, dA _i2(8p)2
it uses reversed bias for electro-absorption modulator. - = KabBe (4-a)
The structure is expected to support only the dz
fundamental mode. dB )
E - KabAe+|2(A,B)z (4-b)

Si0, Grating 1.2x2period

& Grating 1.2 period
Au depositpn 200nm

Y}-um
Beam in

e e moduatedBeamout  \\here kg is coupling between wave A to B. The
3.6 :ﬂ’ L TGSt cash solution of Eq. 4 for the case subjectA@l.) = 0 and
i 1 SL waveguide = under matching conditiani = 0, it has
n SL waveguide
K, sinh[/((z— L)]

k|  coshkL
100-um

—T (2= 50) cos x(z- L) ] &)

coshkL

n GaAs Cladding A( Z) = B( O) (5-a)

GaAs Substrate

Figure-2. The detail structure of the electro-
absorption waveguide modulator design To obtain grating mirror witR = T = 50%, z = L.

The third, the grating structures act as the front! NUS from Eg. 5-b, we have

and back mirror in symmetric FP cavity. The design coshkxL = 4coshé& (6)

of this grating mirror is based on the perturbation

theory of coupled modes in optical waveguide [15]. 1t means that. = 2.063/k . To solve how long is
Basically the principle of the grating mirror is 10 the requirement of grating length, it needs to solve
couple the incident wave mode to the reflected wavane coupling coefficienk, which is governed by the

mode as shown in Figure-3. following equation []:
iwER, | ’
' secton o ‘ _ldkq 2 s
W Em k=22 [ant [ (Y] o 0
| | —%

x=0
¥=a :q.7. tells us that the coupling coefficient between
node depends on several parameters, i.e.4l})
he difference high-low refractive index of the grating
naterials; (2)w frequency; (3) Fourier component
" if grating contributes for the coupling and @)is
the part of guided mode overlaps on the grating.
Once finishing calculation for the grating, it has done
for the waveguide and FP cavity structure.

BO)}— L.

n

2 A(O):-— Guiding layer B
x==t

n3 Substrate

0 z

There are three parameters that would like to be
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the goals for the design: device capacitance, on/ofthe on/off ratio is increased and rewrote as

ratio and internal insertion loss. The capacitance

value is readily available by computing the area of g dont -(%N-aopp)Lﬁ(l/(l—re’”L)zj
the bias contact, the thickness of the intrinsic region On/ Off =——-="e

of the waveguide and finally the dielectric constant e

average of the waveguide. The analysis for (11)
parameters such as on/off ratio and internal insertion  The internal insertion loss is simply
loss needs information about the absorption curve of
the MQW. In the first stage of design, for the sake L = rl-=r) (12)
simulation, we can make some assumption regarding 1-r @ )2
to the absorption curve as shown in Figure-4. To
calculate the on/off ratio, the effect of FP cavity on
the transmittance intensity must be calculated first.
Absorption
effici cmt
b lll. RESULT
.
During the process of development the design
500 /Y \\ software, it is found that not only fundamental mode
(2] ] OSSRy \/ \‘\ exist in the waveguide modulator, but also several
oy I fundamental modes exist in the quantum well
= :\ structures due to symmetrical layers on the active
i ) layers. These multi fundamental modes can interfere
\ \! \4\’ each other and degrade the speed of the device.
50 o .\k \ However, the multi fundamental modes which exist
25 — in the MQW, easily can be kicked out by the grating

i > A structure of the FP cauvity.

1550-nm This is the prove that the symmetrical FP cavity
applied on electro-absorption waveguide modulator is

Figure-4. Assumption of electro-absorption curves of not only improving the on/off ratio and reducing the

the MQW at several reverse biased values (O, -2Vcapacitance, but also cleaning up the unused

and -4V). fundamental modes guided in the MQW.

The software is still under development,
If the incoming mode has intensity &f after ~ hopefully the full design of electro-absorption
passing the FP cavity, the outgoing mode will haveWaveguide modulator can be completed soon.
14 IV. CONCLUSIONS
= - > (8) A new idea of electro-absorption waveguide
1-r @/ (& modulator incorporating FP cavity with grating
mirrors was presented, promises to improve the
Wherer iS reﬂectance Of each mirror amis phase On/Off rat|0, redUCIng CapaCItanCG and f|na"y |mpr0Ve
difference of the beam phasousis absorption and L the speed. As long as the writer knows, this is the
is light-material interaction length. We designs 2r,  first idea proposed.
thus Eqg. 8 can be rewrote

| rl,

Since waveguide modulator is possible to be

rl integrated with laser source and semiconductor
= O_aL 5 (9) optical amplifier, the development of this device will
@L-re ) be very interesting in the future.

For a single-pass of 50m absorption length device,
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Abstract. Flight control system based on laser
gyro’s technique has been developed and will be algxd
for the takeoff phase of Wing In Surface Effect (WSE)
craft. In this system, laser gyro’s sensors will beised to
measure the real time alpha,o and theta angles,,
heading direction, y and altitude, h of WIiSE-craft,
where this data will be used as the output for thdlight
control system. To obtain an accurate design, the
aerodynamic model equations for longitudinal stateof
remote control craft NA-5 model will be simulated.
Further on the simulation data such as speed, V,
altitude, h and heading, y are compared to the real
flying test data of model NA-5 which carrying a
portable Global Positioning System (GPS). The
comparison between simulated and real flying testata
are used to improve the accuracy of laser gyro’s LN-92
and the whole flight control system. The 5 (five)
conditions that the flight control system is need aring
takeoff on WIiSE craft 8 seaters configuration, i.€i). the
center of gravity limitation, (ii). the resistanceof hump
drag on the water, (iii). the low altitude range orsurface
effect, (iv). upper engine position on fuselage, Xvthe
negative stability margin about -0.1. The prototypeof
WISE craft 8 passengers have been building since @&

Keywords — Aerodynamic model, real flying test,
flight control, hump drag, negative stability miax,gGlobal
Positioning System, laser gyro’s LTN-92.

1. INTRODUCTION

The concept design of flight control systesnusing
laser gyro’s LTN-92 optics sensory is applied tonoge
control model NA-5 during takeoff phase. The
aerodynamics parameter such as Lift coefficient, Btag
coefficient, G and Moment coefficient, & calculated by
DATCOM referred to airfoil and wing configurations.
While, the non dimensional stability derivative ruse
calculated to fulfill the block diagram of the ok loop
digital flight control system. The graphics of dnaglar G
versus G of WISE craft performance to known the engine

efficiency and optimum cruise speed. The theorktica

background as a basic mathematical analysis talezxee
of freedom from Eulers equation and presented qasds,
where the force and moment acting on each axishén t
WISE craft.
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The 5 (five) problems of remote control model NA-5
configuration are found during the flight test aitigs.
These problems becomes from (i). weight and balance
referred to center of gravity limitation (flight eslope),

(ii). Hump drag of water resistance during high espe
taxiing, (iii). the engine installation on the updeselage
position, (iv). the altitude range on the surfafiea not
more than wing span, and (v). the negative stghifiargin

of Irodov criterias are around -0.1 for moderatgistand
dynamic stability.

The data measurement during flight testing such as
altitude, h, speed, V and true headingare recorded by
portable Global Positioning System (GPS) are preseim
several graphics. The purpose of the whole flighttol
design by using sensors laser gyro's LTN-92 to kribay
altitude, h, speed, V and true heading, are more
accurately and faster than portable GPS. The fe&dba
flight control system and others mechanical sysaffected
by the response of the control surface such asatlev
deflection, e and throttle of engine, th on thegitudinal
mode as an input deflections. The optic sensor lgg®'s
are measures the altitude, h as parameter outpuhen
flight control system beside parameter angle ofcht
alpha , theta and heading. The flight environmental
conditions during RC model flight testing is fouwith the
wind calm, zero wind or not more than 10.0 [knats§l the
water wave not height than 30.0 [cm)]. If this caiudlis are
not found, pursuit the flight testing in the eamprning.

The basic design of the topics, become from the
mathematical model of configuration, aerodynamiad an
hydrodynamic model testing, remote control modsting
and prototype flight testing. In the same time, $pecialist
are defined the engine specification and mountflight
control and handling system, instrumentation aedtatal
also data monitoring systems to handle the WiSHt cra
operational. The safety factor is mandatory durilnght
testing activity, while the test Pilot handle conting the
flight test development and certification progranm
normally, the sensory system and on board dataisittqn
on the WISE craft “flying test bed” fully instrumesd and
to get the air data system is recommended by ubimaser
gyro’s LTN-92 sensory system. While, these lasaio'gy
system more compactable and accurately if its usirthe
closed loop flight control system. The force andnmeat
acting on each aerodynamic, body and inertial amis
WISE-craft measured in-direct by using other elmutr
and mechanical sensory systems. These data measirem
must be calculated to get the physically value.d@mple,
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the drag polar: Lift coefficient, Cversus Drag coefficient,

Cp graphics of flight testing become from airspeed

measurement in subsonic region times air densitiyveing
dimensional of WIiSE craft. And then, the Lift, Dragd
Moment acting on each axis WiSE craft could beudated
from these value. The center of gravity, c.g erpelo

calculate by the WISE craft designer depend on the

Maximum Takeoff Weight, MTOW, all of WISE craft
dimension, load factor, nz and speed endurance. e
thrust power of engine calculated by specialist bpdhe
theoretically equation of Thrust (T)/ Weight (W)ticato
fulfil the Aspect Ratio, AR is 3.5.

The first step of our activity is to understand hthe
WISE craft takeoff on the surface effect in the evat
runway. By theoretical aerodynamic, its found tesuits
that the WISE craft flown in the optimal altituds khigh as
width of its wing chord. In this case, the remotntcol
model NA-5 is better flight in the level 30.0 [craove sea
level. The power of 1 (one) engine utilize aboutO1[HP]
installed on the upper of fuselage. After liftoffie remote
control model WISE craft airborne with level fligivhile
the wave of water not more than 20.0 [cm] heigltt wimd
speed not more than 5.0 [knots]. Normally, thisdibon
will found in the morning early, between 06:00 t9:@
o'clock. In the test period since 2 years ago hgn@n(six)
wing configurations and 2 (two) step positions ba hull
related to the center of buoyance, c.b locatiothen body
axis of WISE craft.

around 42.0 [kg] included fuel, ballast, engine arnders

component such as portable Global Positioning 8yste

(GPS) to get the airspeed, V, altitude, h, and hesdingy
as measuring and recording system. The specificélthis
model when WISE craft liftoff from the water, whitbe
craft is tendence have maneuvering with high agillthe
dynamics flight response during airborne afteofffthave

been recorded by portable GPS and gave a goodtsresul

And, comparing to the Irodov criteria, the negativability
margin about -0.1 have a better results. Figurg reinote
control model NA-5 demonstrator.

Figure 1
Remote control model NA-5 configurations .

The Maximum Takeoff Weight,
MTOW of remote control model NA-5 configurations
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-t
Figure 2
A portable Global Positioning System (GPS) insthllethe
remote control model NA-5.

Figure 3 is the fuselage of WIiSE craft 8 seaters
prototype. The WISE craft have been fabricating in
Serpong. The next activities is to improve and prafping
the prototype flight testing. The flight controlssgm of the
WISE craft is depend on the aerodynamic Lift, Deagl
Moment coefficients versus angle of attaglgraphics. The
stability aerodynamic stability parameter are pnése too
and calculated by DATCOM software.

|

Figure 3
The prototype of WiSE-craft 8 seaters have beeldlibgi
since a years ago in Serpong.

THE WIiSE CRAFT MATHEMATICAL MODEL

The mathematical model longitudinal modeimtyr
takeoff phase without hydrodynamic, turbulence nhdse
purely aerodynamic parameters. While, the focush®
problem it self and monitored the flight charactécs after
liftoff is the first priority. The block diagram ohon
dimensional stability derivative model are preséniile
its supported by aerodynamic parameter calculfrimu
DATCOM software. Also, the non dimensional stapilit
derivative parameter including in this program. The
optimum high altitude of WIiSE craft prototype nobma
than 2.0 [m]. The flight control system maintairsist
altitude to keep aerodynamic lift is constant. Ehevator
deflection and throttle deflection, th of the powagine as
output feedback on the closed loop are gived auioaily
by the signal response of actuator systems.

The Wieselsberger and Tani method is one of skvera
method that concentrate in the aerodynamic suréffeet.

Figure 2 is GPS portable was installed in the remot This theoretical calculation method are also imgeted in

control model NA-5. The flight test results at 2B31 May
2007 such as altitude, h, speed, V and headgimyring RC
model NA-5 takeoff and airborne apgesented. The time
histories, (t) data are recorded by portable GR&sdetter
and without speck.
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the wind tunnel software while the aerodynamic nhode
scaling down must be tested before build up théopype

of WISE craft. The calculation of aerodynamic caménts,
like aerodynamic lift coefficient, G aerodynamic drag
coefficient, G and aerodynamic moment coefficienty C
are calculated by DATCOM software.

The wind tunnel model testing as shown in Figure 4.
The dimensions of wind tunnel model testing musstede
down (1 : 8), and the weight of the model is matrellable
depend on the strength of material structure.
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The Eulerian angles of flight performance and ditgbi
during flight control system design is shown inuFig 6.

Figure 4
Wind tunnel model testing of WIiSE craft 8 seaterdie
Indonesian Low speed Tunnel, LAGG
in PUSPIPTEK, Serpong

2.1 Dynamic analysis during takeoff phase

The first step of dynamic analysis of WiSEaft
takeoff phase become from the non dimensional Igtabi
derivative that calculated by hand and than makthet )
digital simulation in the flight control closed lpsystem to Figure 6
get the transfer function of input and output rem@ The Eulerian angles.
sensor laser gyro’s LTN-92 axis are linked to theybaxis
Xb Yb Zb. The Thrust, (T) and Weight, (W) are agtim 2.3  The static and dynamic stability criterian in the

the body axis are referable also. The second step a longitudinal mode

observed by the graphics of aerodynamic parameteéngl

theoretical analysis, wind tunnel test results tiedremote The static stability criteria in the longiinal mode is
control flight testing results. The second step this  defined as:

discussions are giving a quickly analysis. Figurés She Cma <0 s static pitch stability.

trayectory of WIiSE craft takeoff phase.

The static height stability that used in Irodowenia are
calculated by DATCOM software

The Irodov criteria during dynamic motions:

V=0 Viore Yy
Figure 5
The trayectory of WiSE-craft takeoff phase Xu - xh <0
on the water surface. where,
C
2.2 Dynamic motions during takeoff phase xa =_M
C
Lo
The dynamic mathematical equations are sglvin
problems of forces and moments on the reference laxi
using the body axis, X Y, Z, Define the several th
parameters, such as: X, =
- Mass, (M) of WISE craft is constant. C._h

- WISE craft is the rigid body.

- Earth as reference Inersial axis, and atmosgpiser

not moving from the Earth.

- The forces acting on the axis of WIiSE craft
becomes from Weight, (W), Thrust, , (T), and
Inersial, (1).

The moments acting on the WISE craft are reffere

to center of gravity, c.g location.

Parameter is called stability margin. This vatoemally -
0.1 base on experience.

3. THE SIMULATION RESULTS OF DATCOM

The digital simulation results calculated DXTCOM
software for WISE craft 8 seaters; V = 80 [knotsfia.g =
17 %). Cma between - 0.04 to - 0.01 are fulfithe static
stability criterian. The Cand G, versus angle of attacl,
are presented in Figure 7 and 8. Diagranv€rsus G in
Figure 9.

The Newton'’s Law Il on the WISE craft are as follow
d
The force equation is Z AF = a(mV)

Where, V is speed and m : mass.

The moment equation is ZAM =>AF.X

Where, X is distance to c.g

All of the dynamics time response, (t) motion of SKicraft
are referred to the body axis Xb Yb Zb.
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Figure 7
Lift coefficient, G versus angle of attack,at speed 80.0
[knots]; center of gravity, c.g 17 % and
altitude 0.0, 1.0 and 2.0 [fh]

Moment coeficient vs. Angle of Attack, at various Alttude; ¢.g 17 %, V=80 knots

A

Figure 8
Moment coefficient, ¢ versus angle of attack,at speed
80.0 [knots]; center of gravity, c.g 17 % and al# 0.0,
1.0 and 2.0 [}

Kurva Lift coefficient vs. Drag coefficient

Figure 9
Lift coefficient, G versus Drag coefficient,at altitude,
h=1[m] and Center of gravity,
c.g17 9%,

4. THE REMOTE CONTROL MODEL NA-5
FLIGHT TEST RESULTS

The next graphic are the flight test resaftsemote
control model NA-5 recording by GPS portable. The
altitude, h, speed, V and true headipgluring flight
testing are given in Figure 10, 11 and 12.

Kurva Alltude [feet] by GPS portable

Figure 10
Altitude, h 1 and altitude, h 2 versus time, (t).
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Kurva Speed [mph] by GPS Portable

Figure 11
WISE-craft speed, V versus time, t during takeoff.

Kurva True Heading [deg ] by GPS Portable

e Heading fdeg)

Am
Figure 12

True headingy on remote control model NA-5; run 1.

5. THE DIAGRAM BLOCK AND TRANSFER
FUNCTION OF FLIGHT CONTROL SYSTEM

The methodology of this research is reffer@dlight
control system on the Alpha Jet fighter aircrafthahe
alpha maximum control system during its maneuveiing
the air. This packet software was installed in $tr@ulink-
MATLAB. See Figure 13. The mathematical model of
WISE craft 8 seaters became from DATCOM analysi an
the graphic are to known the WISE craft 8 seaters
performance and static-dynamic stability. The cosidns
of that problematic should be answered. The coims$ra
during flight testing are: (i). the satic and dynam
characteristic are moderate stable, (ii). The optmflight
surface around 30.0 [cm] of RC modNIA-5, (iii). the
center of gravity, c.g range between 16.0 to 28,.Qi%pand
maximum takeoff weight not more than 42.0 [kg].dtuld
be found that the laser gyro's LTN-92 is recogniaebe
installed on the WISE craft as a part of flight tohsystem
in the literature.

WISE Cratt Digital Flight Control System

Analog or Digital

Controllers

ﬂ&
on| 3
_L :

WISE Craft 8
seaters,

Dynamic Model

ot | e Bilot
G-Force
cCalculation

=i

Stick
Alpha
a
Nz

Figure 13
WISE craft flight control system refferd to AlphetJ
fighter diagram block.
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The WISE craft conditions during performance analys

the airborne conditions after liftoff with the csei speed,
VC. The stability analysis by using non-dimensional1,
aerodynamic/ stability derivative in stability a¥s Ys Zs.

The equation of motion on the longitudinal modeirmiyr
takeoff phase by using the frequency responsearf)

Laplace, (s) transformation. The fourth order tfans
function of aerodynamic derivative diagram block as
dynamic model of WISE craft with the input are el®r

deflection, and throttle deflection. See Figure 14

2.

3.

4.

Figure 14
Laser gyro’'s LTN-92 for WiSE craft 8 seaters
prototype.

The flight control system during takeoff by usingsér
gyro’s LTN-92 sensor is recommended from othersagn
systems to accomplish a better WISE craft perfooean
The LTN 92 Inertial Navigation System is the world
leading laser gyro’'s replacement for the transpandraft.
The LTN-92 uses three ring laser gyro’s, force laheed
accelerometer, and three high speed digital mioagssor
to provide an advance technology all altitude, dwitle
navigation system offering up to five times rellapi of
mechanical inertial navigation systems reliability.

The technical specification such as physical, INMDU,
MSU and MCDU at several size are given.

6. CONCLUSIONS

Based on the prediction analysis and theoteroontrol
flight test results, give the actual conclusions tbe
development of WIiSE craft 8 seaters construction:

e All of the static and dynamic stability criteriaom
theoretical background analysis are fulfilled thesidn
criterian.

« All of the flight test results of GPS portablecoeding

of remote control model NA-5 are fulfilled enougknd,
the flight test results are combined to the peréomoe
analysis, but the response are not referable.

* During remote control flight testing experiendbge
flight test engineer should be prepare the weighd a
balance procedures to get center of gravity, sgdiion.

e The laser gyro’'s LTN-92 sensor measuring latitude
during flight testing.

* All of the research activities such as theorética
background analysis, windtunnel test model and temo
control model flight testing are available.

e The laser gyro’'s LTN-92 as an output latitudessen
system in the next flight control systems longitiedimode
during takeoff phase on the WISE craft prototype ar
available.

e The digital flight control system by using laggro’s
LTN-92 is useful to applied in the WISE craft 8 wea
prototype.
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Abstract—- One of sources of control valve noise is
mechanical vibration of trim valve.

Vibration of trim valve is a result of random pressure
fluctuation within the valve body and/or fluid
impingement upon the movable or flexible trim valve.
Source of noise resulting from mechanical vibration is
the lateral movement of the valve plug relative to the
guide surfaces.

In this article explains a high noise of trim valve in oil
and gas industries at the gas compressor application.
Service condition data is simulated by sound pressure
level with using firstvue version 1.0ab software. The
simulation result tells that control valve CV-3 and CV-5
have high noise before using noise recovery cage, the
noise is 92.2 dBA and 100.5 dBA, then after using noise
recovery cage, the noise will be 80.4 dBA and 83.7 dBA.

Keywords— Control valve, Noise, Recovery Cage, Sound
Pressure Level (SPL).

I. INTRODUCTION

ontrol valve is defined by ISA (International Standard

Association as “A power operated device which
modifies the fluid flow rate in a process control system. It
consists of a valve connected to an actuator mechanism that
is capable of changing the position of a flow controlling
element in the valve in response to a signal from the
controlling system”.

In other words, a control valve automatically responds
to some feedback from a sensing element which measures a
variable in the process loop. The variable may be
temperature, pressure, flow or level of the process fluid. The
sensing element sends a signal, either directly or through
intermediate instrumentation to the actuator. The actuator
which is often pneumatically operated responds to the signal
and adjusts the position of the valve.

Noise has always been present in control valve. It is a
natural side effect of the turbulence and energy absorption
inherent in control valve. One of major sources of control

valve noise are mechanical vibration noise. Mechanical
vibration noise generally results from the plug vibration.
Vibration of valve component (trim valve) is a result of
random pressure fluctuations within the valve body and/or
fluid impingement upon the moveable or flexible trim
valve.

The major problem with industrial people is its
effect on people. If there are no people to hear a noise and if
the noise does not damage the equipment, there is no noise
problem.

The U.S. Occupational Safety and Health Act
(OSHA), establishes maximum permissible noise levels for
all industries whose business affects interstate commerce.
Notice in Table 1.1 that the maximum permissible levels
depend upon the duration of exposure. These maximum
sound levels have become the accepted noise exposure

standard for most regulatory agencies. Thus they have
become the standard by which much noise generating

equipment has been specified and measured.

Table 1.1. OSHA regulations provide maximum noise
exposures for personnel in the work place as a function of
noise level and exposure time

Duration Sound Level
In Hours per day dBA
8 90
6 92
4 95
3 97
2 100
1-1/2 102
1 105
1/2 110
Yaor less 115




Il. BASIC THEORY [1]

Noise Prediction

The establishment of an accurate technique for
predicting noise is perquisite for good noise abatement
program. The technique for predicting the ambient noise
resulting from flow of fluid thru a control valve fir any
given set of service conditions.
The technique gives consideration to flow parameters
relevant to noise generation. These parameters are pressure
differential across the valve, flow coefficient, ratio of
pressure differential to inlet pressure, valve geometry and
size and schedule of adjacent piping. This technique is
called Sound Pressure Level (SPL) as equation 2.1.
Noise coefficients used in the equation 2.1 are unique
values that must be determined by laboratory tests for both
compressible and incompressible fluids as s function of
valve geometry.

SPL = SPLyp + ASPLcg + ASPLAP/P1 + ASPLy +
ASPLp,

The information needed to determine SPL of the control
valve is valve style, trim type, size and schedule of adjacent
piping, service condition (inlet pressure, pressure drop,
temperature, flow rate).

Noise Control

In closed systems (not vented to atmosphere) any noise
produced in the process becomes airborne only
transmission through the valves and adjacent piping that
contain the flow stream. The flow stream forces these solid
boundaries to vibrate. The vibrations cause disturbances in
the ambient atmosphere that are propagated as sound waves.

Noise control employs either Source treatment or Path
treatment.
Source treatment, preventing or attenuating noise at its
source, is the most desirable approach. There are several
manners of source treatment available for valves with
recovery cage-style trim as shown Figure 2.1.

Figure 2.1. Recovery Cage Style Trim for
Gas/Steam Application

Source treatment for noise problems associated with
control valves handling liquid is directed primarily at
eliminating or minimizing cavitation as Figure 2.2.

Figure 2.2. Cage Style Trim for Liquid Application

Second approach to noise control is that of path
treatment. The fluid stream is an excellent noise
transmission path. When critical flow exists, the vena
contracta acts as a barrier to the propagation of sound
upstream via the liquid. At sub-critical flow, valve noise can
be propagated in the upstream direction almost as efficiently
as it is downstream. The impedance to the transmission of
noise upstream at sub-critical flow is primarily a function of
valve geometry.

Path treatment consists of increasing the impedance of the
transmission path to reduce the acoustic energy that is
communicated to the receiver.

In gas transmission system, inline silencers effectively
dissipate the noise within the floe stream and attenuate the
noise level transmitted to the solid boundaries, as shown
Figure 2.3.

Figure 2.3. Path Treatment as Silencer & Resistant plate



I11. EXPERIMENTAL RESULTS

Application System in Oil-Gas Industry

Gas compressor is a mechanical device that increases the
pressure of a gas by reducing its volume. Compression of a
gas naturally increases its temperature.

Gas compressor is similar to pump, both increase the
pressure on a fluid and both can transport the fluid through
a pipe. A gases are compressible, the compressor also
reduces the volume of a gas. Liquids are relatively
incompressible, so the main action of a pump is to transport
liquids. Generic compressor station is as Figure 3.1.

GENERIC COMPRESSOR STATION

v P ’< &

Figure 3.1. Generic Gas Compressor

As the Figure 2.1, the gas compressor station has six
control valves. Every control valve has the dedicated
service condition designed by the process licenser of oil and
gas industry as shown Table 3.1, for selecting the control
valve is suitable to this application.

Table 3.1. Service Condition Every Control Valve

SC| Cv- | CV- | CV- | CV- | CV- | CV-
1 2 3 4 5 6
Q 400 [ 2200 | 2500 | 500 | 14M | 1M
P1 60 150 25 60 40 440
PD| 35 110 5 20 20 290
T 95 95 95 95 95 95
V 10.439]0.252 | 0.719 | 0.439 | 0.847 | 0.771
PS 2 2 3 4 6 3
SC| 40 40 40 40 40 40

The unit of service condition is flow (Q) in BPD (Barrel Per
Day) or MMSCEFD, inlet pressure (P1) in psig, pressure

drop (PD) in psid, temperature (T) in deg.F, viscosity (V) in
cP and piping size (PS) in inch.

SPL Sizing Calculation

From Table 3.1, we did the SPL sizing calculation for
looking for SPL every control valve using Firstvue latest
version 1.0.ab to identity the control valve package best
suited to each set of service conditions as shown in Table
3.2. This valve sizing program software offers Export/
Import capabilities that let to take advantage of plant
engineering, design and maintenance programs such as
Intergraph Corporation’s INtools and Instrument Data
Manager.

Table 3.2. SPL Sizing Calculation Result

CONTROL VALVE SPL [dBA]
86.8
76.0
92.2
80.9
100.5

79.0

(OB IWIN|F-

Recovery Cage Application to Attenuate the High Noise
From Table 3.2 shows control valve CV-3 and CV-5
have noise higher than OSHA regulation 92.2 dBA and
100.5 dBA. To attenuate the high noise, both control valves
should use the recovery cage style trim.
After SPL sizing calculation with recovery cage style trim,
the high noise can be reduced to be the SPL value as shown
in Table 3.3.

Table 3.3. SPL Sizing Calculation with Recovery Cage

CONTROL VALVE SPL [dBA]
86.8
76.0
80.4
80.9
83.7

79.0

OO |WIN|F-




Discussion

Based on SPL sizing calculation, the gas compressor
system has two control valves (CV-3 and CV-5) which have
noise 92.2 dBA (CV-3) and 100.5 dBA (CV-5). This noise
is bigger than OSHA regulations. Then

We took the service condition (inlet pressure, pressure
drop, temperature and flow rate) for both control valves is
same for doing the simulation with recovery cage style
trim. Finally we got the noise reduction to be 80.4 dBA
(CV-3) and 83.7 dBA (CV-5). In Figure 3.2 says control
valve CV-3 and CV-5 which using recovery cage in same
service conditions has better noise.
Other case, if we change the temperature to be 150 deg.F,
the noise reduction to be 80.8 dBA (CV-3) and 84.1 dBA
(CV-5).

120.0
100.0
80.0
60.0
40.0
20.0

e SPL WO/.RC ====SPL w/.RC

Figure 3.2. SPL Curve of without/with Recovery Cage

IV. CONCLUSIONS

With temperature is kept constant 95 deg.F, it can give
the reducing high noise, before using noise recovery cage,
control valve CV-3 and CV-5 have the noise of 92.2 dBA
and 100.5 dBA and after applying the noise recovery cage
the noise can be reduced to 80.4 dBA and 84.1 dBA or
12.8% of control valve CV-3 and 16.7% of control valve
CV-5.

Finally all six control valves are safe to protect peoples
health and to prevent physical damage to control valves in
gas compressor system application of the oil-gas industry.

[1]
(2]
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Abstract- In modern information technology system
it is used continued and uninterruptible power
supply (in this case battery) for information
technology system components, such as a mobile
computer. The battery is a power storage which is
produced from solar modules and used as power
source for the mobile computer. In this paper we
designed, simulated the solar power system by using
Pspice Orcad Ver.9.1 and made it. The solar power
system we made consists of photovoltaic module, a
voltage regulator, short circuit protection, reverse
polarity protection, and mobile computer as a load.
Toshiba satellite Pro 6000 is chosen as mobile
computer. The solar power system needs input
voltage about 15V with input current 2A and able to
chargeinternal battery 4400mAh of Toshiba satellite
Pro6000 for 8 hours. To fulfill the load power and
voltage requirement, system requires photovoltaic
module which has the specification of minimum
power equal to 40W or more. Added, €electronic
control circuit is used to supervise input minimum
voltage system and control the connection between
solar module and load. Overload is included in the
system to protect system from short circuit current.
And also indicator to give the user condition of
system.
Keywords- Solar
regulator

power system modelling,

I. INTRODUCTION

I n modern information technology system it is used

continued and uninterruptible power supgin this
case battery) for information

technology system

Recently, the price of world crude oil goes up
drastically. It makes researchers compete to use
conventional or renewable energy to cover energy
requirement. Solar energy is one of the alternatiovk
renewable energy and has not been used fully yet. B
using solar module, we can convert solar energy to
electricity energy for area which has not been hredc
by transmission and electricity distribution netlydike
hinterland, desert, forest or remote areas. Inriméion
technology era, a lot of mobile computers like Rajm
Notebook or Laptop have been used by people
nowadays. Its power depends on electricity froml wal
plug and battery which lasts for 2 hours or mo. i8
order mobile computer can have more runtime and
improve its mobility. Solar power system for mobile
computer is needed. Ideally, solar power systenulgho
have features like reverse current leakage protedt
prevent current loss into solar modules at nigbny-|
voltage load disconnect, system monitoring, ovesr
protection, system control, load control, temperature
compensation, and MPPT (maximum power point
tracking) using switching regulator[1]. There at#l a
little commercial solar power systems in solar cell
market. Some of them are Sunwize Portable Energy
System designed for mobile computer with output
voltage about 18V [2,] Smart adaptor from LUNA I
Apple Newton [3], and etc. Those commercial solar

lineapower systems are still expensive. So, in this paye

designed a solar power system that costs a littieey,
simple, portable, and has a high reliability. Tdphes in
testing our design, an electronic simulator Psficgad
ver.9.1 is used.

II. SYSTEM DESIGN

In solar power system design, we should know the

components, such as a mobile computer. Without ttedectrical characteristics of load that will be disé\s
battery the mobile computer is not good functionl anexplained earlier in abstract, we chose Toshiball8at

less efficient so that it will cause useless amdfattive

Pro6000 which is used as load in solar power system

all information technology system. The batteryais Actually, there is no detail electrical data abdtst
power storage which iproduced from solar modules computer from the manufacturer. The only electrical
and used as power source for the mobile computetata we got are output voltage 15V and output oarre
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4A from its AC power adapter. Therefore, we did some  Voltage regulator included reference voltage
measurements in order to get more detailed the regulator

electrical data of mobile computer. In this case,wge « Electronic control system included comparator,
AC power adapter from its manufacturer to operhée t indicator, switching to control connection between
computer. As the results, we got input voltage obite electricity source (photovoltaic module) and load
computer measured below average of 15.2V. Besides (mobile computer).

that, input current is measured below average of @A

mobile computer with internal battery and 1.5A it

internal battery.

.1.PHOTOVOLTAIC MODULE

. As explained in section a, there are two condition
REFERENCE ﬁcommm ELECTRONIC measurement of electrical parameter data: mobile
VOLTAGE/ V (9V) CONTROL . . . .

Vo computer with internal battery and without internal

battery. Mobile computer with internal battery regs
VOLTAGE H CURRENT
REGULATOR SENSING

more power. It happens because current flows togeha
internal battery about 0.5A (depending conditiorthe
internal battery) and operate computer itself. tdeo
system can work well for both conditions with imtak
battery and without internal battery.

MOBILE
COMPUTER
(LOAD)

PHOTOVOLTAIC
MODULE/ V¢

Table 1. Photovoltaic Mdule Specification

Electrical Characteristics*

Module catalogue number BP585
. . Open circuit voltage Y 22.30
Fig 1. Diagram block system Short circuit current A 5.00
Voltage at maximum power \% 18.00
From those measurement data, we conclude: Current at maximum power A 4.72
« Toshiba Satellite Pro6000 with internal batteryNominal peak power _ W_ 85
requireS' Thermal coefficient characteristics
) _ Coefficient of Voltage (VAC) -0.086
Input voltage = 15V Coefficient of Current (&/C) +0.0025

Input current (min) = 2A
Input current (max) = 4A
Input power (min) = 30W
Input power (max) = 60W
» Toshiba Satellite Pro6000 without internal batter
requires:
Input voltage = 15V
Input current (min) = 1.5A
Input current (max) = 4A
Input power (min) = 22.5W
Input power (max) = 60W.

So, we decided to use electrical parameter data of
mobile computer with internal battery. To fulfilhe
requirement power that needed by computer, we chose
Bbhotovoltaic module BP585-85W from BP Solar which
has specification shown in Table 1[4]. BP585-85Wswa
chosen because it was the only module that is aail

to be used for experiments. And moreover its
specifications exceed the requirement power we.need

I.2. VOLTAGE REGULATOR

After getting mobile computer specifications, we A 1ot of controller chargers for mobile computer in

certainly deS|gn hO.W .the system works based O%blar energy market are inverter or dc to ac cdever
features mentioned in introduction. Some features t | o consumes a lot of power on step-up transéo

are considered in the system design are shorti'circ%nd has complicated design. So, we chose voltage
pro_tectlon/over-current protection, momtormg_syat regulator to convert dc to dc. Theré are two waysad
indicator, confrol system, voltage regulator usingar dc voltage regulator: linear regulator and switghin

regulator, and low voltage Iqad disconnect. Toizeal regulator. The advantages of linear regulator atfe &
these features, we made a diagram block systeralpo hprovide lower noise and higher bandwidth; their

us designing the system. As we can see in Figeteth simplicity can sometimes offer a less expensive

are three main important things to design SOI"’Irqm’vsolution. Whereas, switching regulator has threégnma

system: ) advantages compared to linear regulators: effigienc
* Photovoltaic module
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better than linear regulator, smaller component] an

energy stored by switchers can be transformed yo an One the most important part of diagram block
output voltages that can be greater than inputllema system is control system. It has so many taskscane
than input, negative, etc. Anyway, switching regpla the condition of system, control connection between
also has disadvantages: it can be noisy and requireltage source and load, and detect the minimuratinp
energy management in the form of a control loop [5koltage requirement needed by voltage regulatast Fi
We determine voltage regulator using linear regulat of all, we analyze comparator part which deteces th
because its simplicity and linearity, easy to desgnd minimum input voltage requirement. The comparasor i
get in electronic simulator. IC (integrated -cirguit expected:

LM723 is one of linear regulator. We chose it akage + If non inverting input voltage is bigger than

regulator because it can handle input voltage uf0\ reference voltage or inverting input voltage, otitpu
maximum, adjust output voltage from 2V to 37V, and voltage will be the same positive input supply
limit current (overcurrent protection), its outprurrent voltage of op-amp or 9.1V. It means the minimum
in excess of 10A possible by adding external input voltage requirement of voltage regulator

transistors,[6]. For determining values of compdrian fulfilled.
voltage regulator design using LM723 (with part If non inverting input voltage is smaller than
reference U3), we used an equation [6]: reference voltage or inverting input voltage, otitpu
voltage will be the same negative input supply
R +Rj, voltage of op-amp or OV. It means the minimum
Vout=Vref| —— input voltage requirement of voltage regulator not

8

fulfilled. In order comparator can work well as
explained before, we set low voltage load

1) disconnect at ¥n=17.7V then:
Equation (1) is a formula to solve output voltayatt V* = Ry x\/ 2)
we want. With Re=10kQ and V\,=7.15V, we got R, + R, comeed

R=11,2kQ. In Fig.2, R=11,2kK) represents combination
of Rys, Rig, and Ry~ . .

To achieve the output current 4A maximum, we ad¥/ith Re=47kQ, Re=10kQ, and \Vom=17.7V (see Fig.2),
a pass transistor, 2N3055 which can handle contisuoVe 90t V'=3.1V. So inverting input voltage should be
collector current up to 15A with heatsink requifgg. ~ S€t close to and more than 3w >v*). By varying
For reference voltage regulator, we use a zenedediovalue R, (\/ >V*) can be achieved (see Fig.2). Two

9.1V/ 1W with R= 3902 to limit current. two-input NAND Schmitt Trigger CD4093 (with part

reference U2A and U2B) is added to enhance noise
[.3. CONTROL SYSTEM

DSTH1:1

3av
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Fig 2. Solar Power system for mobile computer ipié&ssimulation

voltage of regulator is about 15.091V. Input vodaaf
immunity or square up the waveform of op-amp output2B two-input NAND Schmitt trigger is about 9.0195V
voltage. Secondly, we analyze the connection cbntravhich means op-amp non inverting input voltage is
between voltage source and load. In this part, hese bigger than reference voltage or inverting inpultage
D flip-flop CD4013 as latching component and MOS Nand fulfilled minimum input voltage requirement for
channel IRFZ44N as switching component which hasegulator .
Ry=17.5nQ [8]. For indicator in Fig.2, R represents Then output voltage of D flip-flop @) toggles
green LED (light emitting diode) andiirepresents red (with a positive- going edge of the clock pulsee(se
LED because there is no LED component in Pspiqg-lg.?,) from Q=0 to Q=1 which means mosfet and

Orcad Ver.9.1. green LED are on and current flows to load. Outpad
voltage between Vg Node and Y. ¢y Node is about
15.040V. In simulation, the solar power system can
distribute electricity to mobile computer with nrimim

D flip- flop is used to latch the condition of syst.
It works:

« Ifinput voltage pin “D” and “S” is OV which means irradiance about 420W/n

After doing simulation, we also realized the solar
ower system design into PCRBripted circuit board
s shown in Fig 4. Then we did some experiments at
2TE (Balai Besar Teknologi EnendEnergy
echnology center

op- amp non inverting input voltage is bigger than
inverting input voltage, D flip-flop output voltage

(without a positive- going edge of the clock pulse
will be no change, indicator red LED will be on,
green LED and mosfet will be off, and no curren
flows to load.

e Ifinput voltage pin “D” and “S” is OV which means
op-amp non inverting input voltage is bigger tha
inverting input voltage, D flip-flop output voltage
(with a positive-going edge of the clock pulse)lwil
be 9.1V @Q=1), indicator red LED will be off,

green LED and mosfet will be on, and current flow:s
to load.

* If input voltage pin “D” and “S” is 9.1V which
means op- amp non inverting input voltage is
smaller than inverting input voltage, D flip-flop
output voltage (with or without a positive- going
edge of the clock pulse) will be 0VQEO),

indicator red LED will be on, green LED and
mosfet will be off, and no current flows to load.

All electronic components can be got in Pspic
itself but photovoltaic module. So, we built a
photovoltaic module library object using Pspicerseu Fig 4. Solar Power System with laptop Toshiba E&ePro
code from modelling photovoltaic systems biéify &Bificsgg lation results
book [9]. By using photovoltaic module library objeit Tangerang, Indonesia. As the results, we got that
made us easier to change electrical parameter afatainternal battery of mobile computer could be chdrge
photovoltaic module. All parameter data in Tablés1l from 70% to 78% (computer was not operated) for 60
used in simulation and irradiance value is set toinutes and 71% to 73% (computer was operated) for

420W/nf (see Fig.2) 79 minutes. And with minimum irradiance about
395.833W/m, solar power system could power up the
Ill. RESULTS AND DISCUSSION mobile computer. The performance of solar power

system was affected by many factors such as vamiati
As simulation results we can see output voltage ¢hanges of solar irradiance, moisture, temperature,
photovoltaic module going down rapidly from 22.025\Velocity of wind, etc. Those factors made internal
(open circuit voltage) to 18.16V and staying at168,  battery slowly charged up to 100%.
because current flows to load (see Fig.3). Output
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Ideally, photovoltaic modules used in solar power
system should be small, foldable, portable, high
reliability, and fulfilled the need power requirente
The minimum power is needed by mobile computer
about 30W. So, photovoltaic module BP585- 85W,
which is used, wasted much energy at solar irraeiaxi
1000W/nf. Besides that, photovoltaic module BP585-
85W is big and difficult to bring along with mobile
computer. However, this module which produces a lot
of energy could make the mobile computer operated a
lower minimum solar irradiance.

Linear regulator of solar power system consumed a
lot of energy and needed input voltage higher than
output voltage. In the future design, solar powestesm
will be regulated by switching regulator. Switching
regulator offers many advantages like simpler desig
and consumed less energy.

IV. CONCLUSIONS

In summary, solar power system for mobile
computer can be designed by using linear regul&tar.
it needs a high input voltage requirement (abou?\ty
than output voltage. And for this reason, we need
photovoltaic module which has open circuit voltage
more than 17.7V like BP585-85W. The minimum
irradiance in simulations is 420W/mwhile minimum
irradiance in experiments is 395.833 \f/nit means
that only a little error between simulations and
experiments. In experiments, internal battery obiteo
could be charged from 70% to 78% (computer was not
operated) for 60 minutes and 71% to 73% (computer
was operated) for 79 minutes. With this solar power
system, mobile computer can be protected by vanati
changes of photovoltaic module output voltage and
short circuit current. Pspice simulations have attp
value almost close to what we design.
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Abstract—Obviously, microcontroller has power limitation compared with personal computer. Nevertheless,
mor e control components ar e available within a small package in microcontroller. Nowadays, more small digital
electronics known as embedded systems made based on microcontroller plus a small number of additional
components such asin modern cars, video recorder, etc. Undoubtedly, controlling robot-motion through recent
general purpose computer with additional external components provides more realistic perfor mance with instant
computation. Here, more real-time control computation and performance are realized, especially with high
precision control components. On the other hand, computation performance on microcontroller islimited to the
clock speed. Within this boundary, the high precision component is not necessary as it has no significant result
for low speed computation. However, there are some constraints to be fulfilled for controlling robot motion in
real-time. Here, this paper discusses necessary conditions to control robot motion from control unit per spective.
A microcontroller H8-3052 is preferred asit has sufficient port devices compared to other microcontroller in the
same class. At the end, this paper discussthereliability of this microcontroller for robot motion control.

Keywords— robotics, motion control, microcontro)let8-3052

With the advent of the digital computer and lovsico
I. INTRODUCTION microcontroller processing elements, control engise
began to use these programmable devices in control
M otion control mainly a sub-field of automation, insystems. A digital computer or a microcontrollen ézep
which the position and/or velocity of machines ard¢rack of the various signals in a system and cakema
controlled using some type of device such as lineamtelligent decisions about the implementation abatrol
actuator, or an electric motor. In addition, motmontrol strategy. However, most plants are analog whilétalig
is an important part of robotics and CNC machirmedst computer or microcontroller are digital. Thus, ther
There are typically three uses for motion controlshould be analog-to-digital (A/D) and digital-tosdog
positioning, speed control, torque control. Herghats (D/A) converter so that both may work together.
are the most expensive form of motion control. Nowadays, A general purpose computer has become
Robots are typically multi-axes actuator with onecheaper and the computation power doubled in etveoy
main controller that coordinates all of the axelse Tobot years. On the other hand, the speed of microcdetriohs
controller also simplifies the programming by paimg no such enhancement. Thus, a general purpose cemput
most of the calculation transparently. Determinithg realizes more realistic performance with instant
position of each axis takes a considerable amodint computation compared with microcontroller. However,
calculations. However, robots are the most flexibléle one need to attach input/output device cards orergén
perform the most complex control. purpose computer. Nowadays, there are many
Controlling robot motion refer to controlling aeters microcontrollers that incorporate built-in A/D arifA
of the robot so that the robot parts or the bodyweno converter circuits and input/output ports. These
within desired motion. Here, the actuators areptlaat of microcontrollers can be connected directly to agalo
the robot. An open loop either closed loop conggdtem  signals, and to the plant. Hence, microcontrolemiore
may be applied. However for open loop control, pkent  portable so that widely used as embedded system.
should be well calibrated such as step motor. Nbetss, Nevertheless, the microcontroller speed is too low
most precise system model and the effect of externeompared with recent general purpose computer.,Thus
disturbance are not known. Here, measuring theubutpwe need to clarify how appropriate the microcomérois
through sensor and then comparing with the desiredl for digital control especially for controlling robmotion.
known as closed-loop or feedback system are cruttial For that purpose, in the following chapter this grap
has greater accuracy than open loop systems asd ldiscusses the general requirement to be fulfileedgply
sensitive to disturbances and changes in the emwieot. microcontroller for robot motion control. A
In addition, the time response and the steady-&late microcontroller h8-3052 is considered in this pagerit
can be controlled [2]. has sufficient input/output devices compared witheo
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microcontroller in the same class. Chapter Il dgses the signals enter and leave the microcontrolléh@tsame
more briefly about this microcontroller. Chapter IVfixed time, known as the sampling times. A typical
discuss H8-3052 implementation on robot motion @nt sampled data control system is shown in Figure 1.

At the end, the reliability of this microcontrollésr robot Digital control system are obviously real time het
motion control is summarized in Chapter IV. sense that the controller output is to be generasesbon
as possible after the input is available. In many
II. MICROCONTROLLER CONSTRAINTS applications multiple digital control tasks must be

managed within an interrupt environment. Real-time

In general, although almost any digital computan ¢ control system must not only be reliable, but maisb
be used for digital control there are some requineisy have fault recovery mechanisms and the abilityeiart.
that should be satisfied before a computer is fesluch This generally required physical redundancy fortesys
an application. Today, the majority of small anddimen reliability and maintainability. Most recent
scaleDirect Digital Control (DDC) —type applications are microcontroller has watchdog timer for that purpose
based on microcontrollers which are used as embedde
controllers. Depend on digital control applicatipns IIl. OVERVIEW of H8-3052
choosing the appropriate microcontroller are liwhite ;
- Central Processing Unit

e Speed

¢ Architecture
- Memory

« Size

»  Bits wide of address bus, data bus
- Built-in circuits/function (how much and how

precise)
e DJ/A and A/D converter
e 1/O ports gure 2. Microcontroller H8-3052 (5x7cm)
« Counter The H8-3052F is a series of microcontrollers (MEUs
Built-in timer with an H8/300H CPU core having an original Hitachi
- PWM architecture. The minimum board with 5x7cm sizenee
e Interrupt logic with internal voltage regulator as shown in Fig@relt

- Programming language has a 32-bit internal architecture with sixteen itL6b
* Assembly language general register. The on-chip system supportingtfan
+  High level language include 512kbytes ROM and 8kbytes of RAM.

Dealing with robot motion control, one need toNevertheless, it can address a 16-M linear addiease.
consider software techniques such as Polling wieze In addition, the on-chip system include 5 chanr@bit
keep waiting until a certain event occurs, and dhign integrated timer unit (ITU), 4 channel programmable
perform the required actions. This way, we wait fioe  timing pattern controller (TPC), a watchdog time/[yT),
next sampling time to occur and only then run th&vo serial communication interface (SCI), 8 chanhe
controller algorithm. This technique is crucial fasbot bit A/D converter, 2 channel 8-bit D/A converteB 7O
motion control as hard real-time application. Eaciorts, a direct memory access controller, refresh
controller algorithm should be done at every sangpli controller and other facilities.
instant. The other precise technique is using timer The CPU comes with 25MHz maximum clock rate
interrupt from internal clock either external clodkere With 80ns, 560ns for add/subtract and multiply/déevi
the controller algorithm is written inside the time operations respectively. In addition, the instrowti
interrupt service routine, and the timer is progmed to support 8/16/32-bit data transfer, arithmetic, dagic
generate interrupt at regular intervals, equal e t instructions. In other words, this microcontrollés
sampling time. At the end of the algorithm conneturns ~ sufficient to support simple PD feedback contrateyn
to the main program, which either waits for thewith sampling time less than 5Sms.
occurrence of the next interrupt or perform othasks In order to realize hard real-time control systesn f
(e.g. displaying data on an LCD) until the nexeimuapt robot motion, one needs to use timer interrupt.sThi
occurs. The timer interrupt approach provides aateur microcontroller provides up to 5 channel 16-bit ¢im
control of the sampling time. units. In addition, the operation of each chanre be

Generally, the microcontroller is used as contrditle  done independently or synchronized. Also, PWM misde
sampled data system operates on discrete-time., ldtre available. Based on this integrated timer unit (T4

input output channel output programmable timing pattern corgroll
AID H microcontroller H D/IA H actuatur’__> H -
(TPC) are available. Moreover, seven external infr

pins and 30 internal interrupts are available. Léas not
le last, this microcontroller has watchdog timer wittset

sensor " ’ | d b fl
Figure 1. Sampled data control system signal generated by overflow.

/ motor
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Having two channel serial communication interface 1
(SCI), this microcontroller provide communication
between microcontrollers or between microcontratied
PC. Moreover, a top-down distributed control systan
be applied with this feature.

As most sensors in robotic applications comes witk |
analog signal, 8 channel A/D input provided in this ignal o potensiomer
microcontroller is sufficient to feedback 8 envinoent

conditions. In addition, 2 channel D/A availableput is
sufficient to drive two actuators. Common robot ttoh

especially the small one, requires at least onetatlig

signal generated by PWM to drive the servo motor MESSEEEEs AP
through H-bridge circuit. While the output positiofithe R523; foree sensor
actuator can be sensed by incremental encoder ¢ =

potentiometer. The incremental encoder with higimber {-

pulse per rotation is more precise than potentiemen

addition, this optical encoder has more lifetimerth

potentiometer. The output of incremental encoder lma Figure 3. Robot motion control with h8-3052
read through up to 5 channels ITU.

base

.

pwm output

can be realized through timer interrupt either from

IV. ROBOT MOTION CONTROL WITH H8-3052 internal clock or from external clock. In additico
interact with the plant or the environment, the
As discussed in preceding section, H8-3052 may gicrocontroller should have interface to deal vétith as
applied to robot motion control. As an extension ofVD, D/A converter and 1/O port. Moreover, most
feedback control system as described in Figureha, tactuator are driven with PWM signal that should be
realization with h8-3052 would be a combination ofrovided by microcontroller. These requirements are
control structure as shown in Figure 3. For RC sensatisfied in  H8-3052. Thus in summary, this
motor, the PWM output may directly applied, whiler f microcontroller has features needed to realize trobo
general DC servo motor, one need to add H-bridgeici motion control in real-time.
The position of the output of the actuator may éessd
by potentiometer or incremental optical encoder.fés

potentiometer, the microcontroller may read thenaig REFERENCES
through A/D input, while for incremental encoderaingh
ITU counter. [1] A. Mahabuba, S. Balavishwakumar, S. Bharath,Aghi,

and D. Brinda, “Microcontroller based Computer Gohof
Robot Arm for Sorting of Objects”, Proc. of Rolustiand
Applications (RA 2004), USA, 2004.
[2] Dogan Ibrahim, “Microcontroller based Appliedidial
Control”, John Wiley & Sons, 2006.
IV. CONCLUSIONS [3] Houpis, C.H, and Lamont G.B., “Digital Contr8lystems:
Theory, Hardware, Software”,"® edition McGraw-Hills,
To realize robot motion control, one need to penfor  Inc, 1992.

real-time control with garanted fixed sampling tinfidis  [4] Hitachi ~ Single-Chip Microcomputer H8/3052F-ZTA
hardware manual., 2001.

As for the software, the control algorithm is exied
through interrupt service routine to realize realet
performance with fixed sampling time.
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Abstract -Erbium Doped Fiber Amplifier (EDFA)
provides  an attractive  approach for
implementation status and control communication
in communication networks. The desired control
signal isimposed as an amplitude over modulation
on the payload communication signals propagating
down the systems, via modulation of the EDFA
pump power. To support such systems one
important passive component based on fused
couplers is needed as a wavelength division
multiplexing devices.

This paper explains the design of wavelength
divison multiplexing fused couplers in the
wavelength range of 980 nm - 1550 nm. The couple
mode theory has been used to design such
couplers, where the coupled equations are solved
numerically by using Runge-Kutta numerical
scheme. To get exactly 980 nm-1550 nm splitting
wavelength the coupling coefficient has been alter
to desire the characteristics. Further effect can be
achieve through the change of the taper region
size.

Keyword: optical
coupled mode theory, fused fiber optics

I. INTRODUCTION

simultaneously, whereas regenerators require dptica
to electrical conversion for each channel.

The explosion of wavelength division
multiplexing (WDM) applications make these optical
amplifiers an essential fiber optic system building
block. EDFA allow information to be transmitted ove
longer distances without the need for conventional
repeaters. The fiber is doped with erbium, a ranthe
element, that has the appropriate energy levetisein
atomic structures for amplifying light. EDFA are
designed to amplify light at 1550 nm. The device
utilizes a 980 nm or 1480 nm pump laser to inject
enegy into the doped fiber. When a weak signal at
1310 nm or 1550 nm enters the fiber, the light
stimulates the rare earth atoms to release thaiedt
energy as additional 1550 nm or 1310 nm light. This
process continues as the signal passes down e fib
growing stronger and stronger as it goes.

From figure 1. We can see that EDFA boost the
input regardless of the number of wavelengths. In
several meters of doped fiber, the pump laser excit
the doped atoms to higher orbits, and the inputadig
stimulates them to release excess energy as phiotons

communications, fiber optics,phase and at the same wavelength (lllustration

courtesy of Jeff Hecht).

Single mode fiber couplers is important
component in WDM and the application of censor
covering optical power splitting, optical filtering
optical reflecting, wavelength

With the demand for longer transmission lengthgnultiplexing/demultiplexing, and optical polariszi
optical amplifiers have become an essentigPlitting [1], [2]. Public principle constitutingitfer

component in long-haul fiber

optic systemscouplers was if delivery of light between two nearb

Semiconductor optical amplifiers (SOA), erbiumfibre cores passed mechanism of waving evanescent
doped fiber amplifiers (EDFA), and Raman opticaFoupling done at correct condition. That is wheynti
amplifiers lessen the effects of dispersion antfunched at one of wave guide hence in driblets of
attenuation allowing improved performance of longdislocation stress field evanescent [3] is residimg

haul optical systems.

cladding will move to other wave guide core, sat tha

EDFA is a device that boosts the signal in athere will be displacement of power from wave guide
optical fiber. Introduced in the late 1980s, theFBD ©One to other wave guide, and this takes place
was the first successful optical amplifier. It was Periodical. To get output division of power matafin
major factor in the rapid development of fiber-opti With requirement, the way wave parallelly at both
networks in the 1990s, because it extended th¥ave guides must be stopped at certain point.

distance between costly regenerators. In additon,
EDFA amplifies all the channels in a WDM signal

Proceeding 1D Int’l QIR 4-6 Dec 2007
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wavelength range, that is 980 nm — 1550 nm
productively certain propagasi distance.
Weak aptical signal
Input fiber « |z|
———
Cptical <
|solator 100%
——————==;
W .
< Filter blocks %
\ pump wavelength i
Erbiurr- Furmp light
doped / SE0 nm)
fiber Ene oy is
(zeveral < f\fz,,) absorbed by L]
meters erbium atoms Langt fooupling it ot botiom
long) rogen
OU\B /““Amphﬂed
signal Blat oigping 20 980 nm
(1550 nm) N
Wavelength-selective——g8 | lmguoN oV T
fifter _
\// Furmp light
Signal wavelength > 1550 nm
goes this way — Purmp Start coupling End coupling
) s laser district district
Optical B o
Isolator The pump wavelength is . ]
shown as solid blue, and Figure f2 Fused| flberhcg_upl_er structures
Outaut fiber the signal wavelength is or wavelengt| vision
shown ag a red wave to
= help illustrate to opposing
signals. Il. COUPLE MODE EQUATIONS

Figure 1. Erbium Doped Fiber Amplifier [4] The Coupled Mode Equations [7] explains

transformation of wave amplitude flow in each wave
Optical fibre couplers is made with technology,

guide. From figure 3, we see that the directional
fusing and tapering two fibers which the applicatio . hjers consist of two waveguides that closed each
of his has many applied by components in optic

ther with the distance, direction length propagation
fibre. At fused fiber couplers, form of taper iseoof gt propag

: z and length of couplind.. The exchange of power
most importantly SO that research. to look for fgnfn will happen periodicly as long as direct propagatio
ideal taper always is done. Taper is formed byihgat
partly small fibers causing forms structures bicahi
[5]. This thing done to lessen loss power mode in L
core. At taper is in the form of this biconical, deo — i —
core move into mode cladding in district taper.sThi *
displacement causes loss power which will increase Tnput 1 Output
according to big of angle of taper. But, loss earns
remain to be small if angle of taper is small. — —
Figure 2. explain about the structures fused fiber

coupler for wavelength division. This component 7=0 z=1,

analysis generally applies the couple mode thegky [ ) o

Principal thing which will be searched is coupling Figure 3. Directional Couplers Structures

coefficient value determining how far aparted power

can make a move entrely, then parameter

characteristic of displacement power between wave

guides will be found to look for at distance howahu

the wave guide has division of power matching with

the one which we wish. The couple mode equations for directional couplers
After the characteristic parameter value is gotterfte described as follows :

hence component designer WDM FFC would easy to

be done. This designer will be done by one 0A

0z

+ jKAze(-JAﬂZ) =0 1)
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% + jKAEI =0 @ V= 27” nr/2a ©)
V <£2.40t )

Equation of continuity (1) and (2) called as couple
mode equation witlX is coupling coefficient which

is important parameter in coupler. The equation of ]
continuity is as follows, \I\‘
k§ 0.8 \
— 2 2 g
K= -m)E, B)/(E §) &) g \
ﬁo .% 0.6 , \:
g Fomt of 3dB \
So solution of equation output power from each wave Z 0.4 A
guide becomes [ 8], “f
% 02
R =Acos (k2 (4) :
. 0
P, = Asin’(« 2) 5) 0 2
Length of Pulling (rmm)

At this case, coupling coefficient has been assumed
symmetry to coupling district. Reachable 3-dB value  Figyre 4. Power exchangefimsed fiber coupler

when KZ = 7T/4 | temporary for delivery of complete during fusing and tapering

poweKZ = 77/2 i required. As a whole designs graph at Figure 4 till Figure 6
is solution of equation of continuity (4) and (Shat
Coupling coefficient is important parameter at deup depicts phase difference at second dislocatiorsstre
because determining how far aparted wave guide cfigld amplitude of wave guide equal to°9@uided
be coupling finely. Wave guide distance is arranged \yave phase that is second wave guide always I&g 90
such a manner to assess coupling coefficient i$awot 5 phase waving guiding that is first wave guidaeT
big or undersize so that displacement of dislocatiore|ation of second phase of this wave guide infteeh
stress field evanescent will take place maximumiy a by direction propagation taking plazeontinually so
loss signal would smaller even uncared.
certain distance reachs vallkKZ= % In that

situation, all powers flown from first wave guide
. SIMULATION towards second wave guide. Then state returned,
preceding second wave guide is finite first wavigu
In designing and analyses characteristic WD'Vét distanceXZ =TT, and so further.
fused couplers is required some parameters that Is
each other supports, there are core radits (

980 nm

refraction index of COI’((nl) and refraction index of ! _ L.afﬂ“’f

cladding (nz), wavelength A ), coupling lengthly),
direction length propagatior)( fibre core breadthhj
and space two fibre cored)( This design will be
done by 980 nm - 1550 nm productively certain

propagasi distance. Value iof 4,um' d=2C ,um' L
=7 mm,z= 12 mm — 20 mm N = 1463 - 1.465,

M,= 1.458, danh = 5. Tolerance stretch applied at 0 k™

refraction index of core and cladding that AN = 2 4 6 § 10
0.005 — 0.007. This thing aim in order to the vataa Length of Pulling (ram)

measure up to single mode fibers. This property

applied to analyse wave guide parameters thatttgein

end applied to design component WDM FFC. Figure 5. Wavelength 1310 nm-1550 nm
Calculation to determine optical fibre haves the as a function of pulling length

character of single mode based on assum[V in
number or called as frequency normalization to be
valuable less than 2.405 at wave guide.

Point of
WDM FFC

5k
0.3 7.48 mm

FPower of Mormalization
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980 nm

Point of
WDM FFC

Power of Normalization
o
r
T
1

7.48 mm
0 | L -
1550 nm
980 1300 1500 1550
Wavelength (nn)
Figure 6. Wavelength responses to point of WDM H3
mm

at power normalization

Figure 5. is combination two wavelength range 980
nm — 1550 nm yielding one point of direction value
propagasi is residing in at two power tops is
normalization. And figure 6. is avelength responsée
point of WDM FFC 7.48 mm at power normalization.

IV. CONCLUSION

The ley to design fused couplers for the
application of wavelength division multiplexing &y
in election of wave guide are characteristic pateme
and governing of coupling coefficient. All this tig
did in order to be obtained the characteristic WBiM
certain wavelength stretch. Till now WDM FFC still
hardly is required one of for the application of IER
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Abstract— We have fabricated low loss, high coupling. When the two cores are put closely togeth
coupling ratio optical couplers for infrared light the evanescent field travelling from the throughput
using single mode step-index fiber. Fusion fiber reaches the coupled fiber and excite mod&én
technique similar to that commonly used with coupled fiber. Figure 1 shows schematic diagram of
silica fibers have been employed. We have fused fiber couplers.

fabricated 3-dB wavelength independence coupler

(WIC) with a wavelength range of 1310 Nm-1550  mputpower Bk
nm. The first fiber has to be pre-pulled to reduce

the fiber optics radius. This is done to achieve

proper coupling ratio for broad range of R

— B P

wavelength.
- Py Py—
Keywords— optical communication, optical fibers, cmssnic Coupled
optical fiber couplers, optical fiber devices o | ¥ i e | e
Tapered region Conpling region Tapered region
I. INTRODUCTION Figure 1. Schematic diagram of fused fiber couplers

The widespread use of fiber couplers or splitters i¥/hen @ mode in one fiber has the same propagation
a variety of optical fiber optic systems hagconstant as that in the other, total power transfay

become quite commonplace. Major market segment@ke place after some interaction length. If this
include  telecommunications and cable TvMechanism continues beyond the first total power

instrumentation and Sensors. Of thesétransfer length, the roles of the two fibers angersed

telecommunication sector has the largest markeeshgnd the signal is coupled back into the throughput
today and still has the greatest potential for ghowt fiber .unt|l the entire S|gnall is transfgrred af@me
is also the toughest requirements for long-terfPUPling length. If the coupling length is evenden,
reliability, with expected lifetime of twenty to iy the process repeats itself in a cyclical manner.
years in an outside plant environment [1].

The coupled mode theory governs power exchange
Over the past twenty years, the fused fiber coupder between the two fibers can be written as [4]-[6]:
provided the greatest number and variety of cospler dA _ —iMA
into these market segments. The basic processhwhic E =~ @)
basically consists of twisting and fusing two aejaic T ]
fiber optics by heating and pulling them untilHere, A= {Ai, Az} is a vector representing the

appropriate of power transfer is achieved, is vergmplitude of the two guided moddd, is 2x2 matrix
stable with low excess loss. However, the C”t'ca\}vith elementsn, =m,, = Aﬁ, m,=m, =« .

L?:Sgi]éterm relia_bilit|¥ bis n?t only hdepenlgling on theHere,Aﬂ is the propagation constant mismatch and
2]. process itself but also on the packaginggs®c is the coupling coefficient, which is usually defthas
This paper e>§plains the fabrication of sipgle qué4]:

\év:t\;]%lgg.gth independence coupler using fusing P :%ﬂw*mzw dxdy

)

Il. COUPLER DESCRIPTION where(/” and{// are the two modes of the fibers,

and ¢ have their usual definition. For fiber couplers

In-most coupler under appropriate conditions lighthe coupling coefficientk can be derived using
transfer can occur between the two adjacent ﬁb@’quation (2) and the result is given by [4]:

cores via a mechanism called evanescent wave

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICT-02 1/3
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wd elongation.Total power transfer cannot be achieved
p) U? Ko(i) between the two fibers this is because of a diffeie
a ) propagation constant on each fiber.

K=
2m, a®V? KZ(W)

hered is the separation between the fiber akgsand 5
K, are modified Bessel functions. The core anc 45/
cladding parametetd andW are given by [5]: N 32*
2 %7
U =k a,/n?-n? 4) E 34

0 1 eff ( ) g 2.5 Output 1

24 |- - - Output 2

W =4V2-U?2 G 15/ o

l,

wheren , = s is the mode effective index. o] ‘ |

o 9000 10000 11000 12000 13000 14000 15000

Ill. EXPERIMENTAL SETUP AND RESULTS Pulling Length (mm)
Figure 2. shows the experimental set-up used fggure 3. Power exchange as a function of elongatio
fabricate the couplers. for dissimilar fiber OptiCS.
S Optical spectrum auzigzier .
gure 4 shows an elongation that was stoppedi& 3
- points, however the coupling ratio of second
e wavelength is not similar to those of the first
wavelength. The glitch shows that power splitting o
o e an€ACN Wavelength is not similar. Figure 5. shows a
perfect prepull and coupling ratio for wavelength
independence couplers. The two wavelength give

. . . ] almost similar coupling ratio after similar elonigat
Figure 2. Experimental stage used in the experisneniyrocedure.

Pulling stages

To fuse two standard fibers, the protective jacket 5

each fiber has to be removed over a certain lengt 45 Outputl
without damaging the fiber itself. There are saler 44 - = = Output2
methods that may be used, such as chemicall & 3'3:

removing the jacket or mechanically stripping the %2,5,

jacket by using a fiber stripper. The rule to make £ 2

good coupler is that the fiber must be perfectbaal * 154

before fusion. Debris of any kind between the fber 0;:

will prevent the fiber-to-fiber contact. Therefoem 0 ‘ / ‘ ‘
acetone solvent has been used to clean the fibar af 5000 7000 9000 11000 13000 15000
it is stripped. Pulling Length (mm)

The hydrogen torch was applied to heat the twasibe
at the same time the two movable supports wefggure 4. 3 dB power exchange but with a different
pulling the two fiber ends. During tapering, laggth  coupling ratio of the couplers.

wavelength of 1310 nm and 1550 nm were launched

into the input fiber to monitor the coupling online Figure 5 shows a perfect coupling ratio on both
The coupling ratio could be adjusted to the propewavelength. This characteristic is expected to get
value by stopping the pulling length at the suitablbetter performances for WIC coupler.

moment. For the best result the fibers should be ¢
matched cladding; a twist in a taper region is

454 Outputl
preferable. After fusion, the coupler are put ilower 4 - - - Output2
refractive index material which, when set, protehts £ 3.51
fused region [7]. In the case of producing waveleng £ 23 ]

. . . 5 2597
independence couplers the first fiber need to e pr x|
taper for o 1.5
To produce a WIC the first fiber needed to be Oé:
0 T T

Figure 3 shows power exchanges of two dissimila 5000 7000 5;000 1‘1000 13000 15000
fiber optics as a function of pulling length. The

. . . Pulling length (mm)
coupled power shows an oscillation during
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Figure 5. 3 dB power exchange with equal coupling
ratio of the couplers.

To get a better understanding of fabricated WiI@dus
fiber couplers, it is then characterized using whit
light sources and scan along the wavelength of 1100
nm up to 1700 nm. It is found that WIC shows its
perfect characteristics as expected. The coupling
ration along such wavelength has not changed as
shown in Figure 6. and Figure 7.

Mkr 1(C) Mir 2C3 Wkr2-1) Wkr 3(C) Mhr 4(C) Mkr{4-3)
11102 nm 1310.0 nm 1998 im 1550.0 nm 1700.0 nm 150.0 nm
2464 4B 3095 4B 0.533 4B 3.058 4B 20860 dB -0.378 dB
40.00
‘ OUTPUT 1 } 2000
THPUT Power -0.00
,,,,,,,,,,,,,,,,,,,,,,,,,,,, REF: 1000 dB |
= Ty
3 st e -~ 2000
Output power
-40.00
a1
-60.00
11000 1400.0 17000
1 nm -80.79 dBm
50 He a0t s ot

Figure 6. Output power at arm 1

Mk 10C) Mkr 2(C) Mr(2-1) Mk 3(C) WMk 2(C) M4 -3)
110.2 nm 1310.0 nm 199.5 nm 1550.0 nm 1700.0 nm 150.0 nm
5091 dB 3.146 dB ~1.945 B 3163 dB 4495 dB 1.335 dB

4000

‘ OUTPUT 2 } 2000

> i s

m —20.00
>
Output power
-40.00

a1
-60.00
11000 14000 1700.0

1 =60 .79 dBm
50 Hz 801 s off

Figure 7. Output power at arm 2

IV. CONCLUSIONS

We have fabricated the WIC fused fiber couplers
using asymmetric fiber optics. The results shoves th
the coupler has broad band characteristics witargt v
low loss and perfect coupling ratio. Further treztts

are still needed to encapsulate the fused couplers
using metal cap and glue so that it can become
commercially ready to sell products.
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Abstract—Atomic three level system isthe most by 2, and intermediate state labeled by 3 which energy
basic theory that usually used to get better is pumped. The number of population in each state are
understanding on the amplification of Erbium labeled N, N, and N respect to their state. To
Doped Fiber Amplifiers (EDFA). The basic process initiate the amplification process inside, we need to
that begins the amplification process in EDFA is get the population inversion between state 1 and state

the population inversion. 2.
In this paper we will investigate how the
population inversion mechanism is taking place in 3

EDFA part. It is done by solving the population
density rate equation numerically. The numerical
scheme that is used based on fourth order Runge
Kutta method. The number of ion density, thelevel 2
of stimulated absorption and emission, also the
spontaneous decay rate will be considered as the
important parameters that influence the rate

¥pYp

change of population density. PsOs '
Keyword: EDFA, Amplification process, Population
inversion, Population density.
1
I. INTRODUCTION Fig.1. Atomic three level systems for amplification

model

To obtain the amplification, the population o ) )

inversion is the most important process of EDFA, We will ‘initially consider the problem with
The population inversion is influenced by somésSsume which the erbium ions distribution inside
characteristics of material of the fiber, and also thEDFA are constant in the transverse dimension over
parameter that chosen in EDFA configuration. T&n effective cross sectional area of the fiber.
explain about the output of EDFA include the signal The pump light intensity at the frequency, v
output power and the amplification gain, we need tgorresponding to the transition of the state 1 to state 3,
know how the population inversion process take plade denoted agh, i.e. the number of photons per unit
inside EDFA.

The inversion is depending on the number of io
density, the level of stimulated absorption an

emission, also the spontaneous decay rate. We The ohanges of population in each state are
then numerically solve the population density 9 populali '

. . . “occurred by the absorption and emission of photons
%%i?g%% to know how they influence the pOIOUIatlo'?rom the incident light field and from other pathway

for energy to escape a particular level [1].

The transition probability from level 3 to the level
2 will be denoted aFs,, include the nonradiative and
F@diative transition probabilitied.,; is the transition
probability from state 2 to state 1. This transition is
irr$lated with the spontaneous emission. Both transition
bDrobabiIities are depending on the lifetime of level
%@t labeled as. The transition probabilities and the
ifetime of each level has inversely proportional

time per unit area [1]. The signal light intengjy; at

the frequency ycorresponding to the transition rate
fipm state 1 to state 2.

Il. BASIC THEORY

Atomic three level system is extended to represe
the part of the energy level structure of 'Bhat is
relevant to the amplification process as depicted
fig.1.[1]. We consider the ground state is denoted
1, the metastable state that has a long lifetime deno
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relation, so we can define the valuel'gf = 1/1, and process. For steady state we can calculate thdiequa

so forl's, = 1/13, above that becoming zero. Then we can get the
The absorption cross section for transition froormumber population at a certain time.
state 1 to 3 is denoted by®, i.e. the ability to absorb . NUMERICAL SIMULATION

the pump photons per unit cross section area. The

ability to absorb the signal photons per unit cross The simulation of population density on each level

section area is denoted as/®. As the same is done using Runge Kutte method. This method is

consideration for the emission cross section thewsually used to solve the derivative and also to

denoted for pump emission by, ands® for signal integrating the derivative equations. We used fourt

emission cross section. This emission is stimulated lwyder of this method because we consider the small

signal frequency so it called as stimulated emission. enough error that permitted occurred in this nuoari
The differences value of the absorption andimulation. We will do the simulation with the cart

emission cross section is depend on the thermiaitial parameter of EDFA as listed below.

population distribution. Under the normal conditions,

all material absorbs light rather than emit it [2]. The Table.1 Initial parameter of EDFA used for the

absorption process can occur if the photons energy hv simulation
of the incident light at frequency v is about the s@eoss section area lig
as the energy difference, Eg, between two state engf@yoping density 1.0
level. The photons are absorbed by atoms which v.glu' -
pontaneous time Hi6)

up to the upper level. = 5

The stimulated emission rate can exceed | i@ rad.|at|ve time _ 10s
absorption rate only when,M N,. This condition ig Absorption sross sectionf®,c.®) (7.10%°, 25.10%)
referred as population inversion, and is never realiZerdission sross sectiors {,64%) (95 % from absorption
in thermal equilibrium condition [2]. Pump wavelength 980nm and 1480nm

Input signal wavelength 1510n||n

The rate equations for population change are:

dN:1

W=—N1¢p‘a)ap(a)- NP0 @ + Nap®o &+ N 2+ Ng %0 & The analysis is begin for the population density

1 equation that depend on the time (time variantgtas
(1) on eqg. (4), (5) and (6), then we will see how the

dN2 _ N2l 21—= Nas®0s® + NP0 & + NI 5;  Ppopulation density at steady state condition. Urtider
dt steady state, we simulate the population density
(2) equation that varies with some value of input pump
dNs _ @ © @y @ POWer
at =~Nale2= Napp"0p™ + Ngp™0 o Based on simulation result as pictured in Fig.2

3 represents the number of Er density in state 1 is
3 i ;
decreasing, because the pumping process to the uppe
L ) ] level (to the state 2 and state 3). Spidincreased
To simplify the equation for the rate of absorption angg so for state 3. But for population densitiestate

emission, we can assume that: 3, after a short time it is become decaying, it msea

@0 p® = R® and pP0 & = R® that the population which has pumped is moved back
© - @© © © .~ (& 9 to the lower state (both to state 1 and state2) unt
@ 0p =Ro™ and@s 0 s = Rs close to zero. This phenomenon is the basic piiecip

that can be used to reduce the atomic three level
So we produce the population density rate equation: system to the atomic two level system.

%aNlRo(a)_ NR® + N RY+ N ot N R?
(4)
d(il\t12 =-Nal 21— N2R® + NuR® + NI 2
(5)
dN. = -Nal 22— N3R® + N:R®@
dt
(6)

These equations are indicates that the population
in each state are added or reduced from other, state
which is depending by absorption and emission
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T Paopulation densities for step inputs w105 Population densities for step inputs
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Fig.2 Population density with 10mW input pump power

14

Fig.4 Population density in state 3, for differemgut

0 w10 Population densities for step inputs pump power (]_OmW7 15mw, and 20mW)
-
- Next simulation is explaining about the other
= il factor that influences the rate change of popufatio
density, that is pump wavelength. The simulation is
L e ; 75 done for 980nm and 1480nm, the most efficient pump
g0 : : wavelengths, with the same input pump power. We
Q[T 1 obtain that for 980nm has better population inwersi
= since it can excite more population from groundesta
<2 1  tostate 3.
% 05 i 15
mxmﬂ ___‘“_———I—“—— 15,{102“ Pulpu\ahuﬂ densities for step mpu‘ls
—— 980nm purnp wavelength
= [ m —— 1480nm purnp wavelength ‘_
g 1 =
5, -
DD D.‘S 1I 14 UU 777777777777777777777777 ﬁ g 777777777777777777777777 1‘ 1 5
Time (s) XWD-G mMD“ | 1
Fig.3 Population density with ImW input pump power [
Based on the Fig.2 and Fig.3, that shows the 2 | 1
population changes behaviors with different inpu . ‘
pump power, (10mW for Fig.2 and 1mW for Fig.3), o, 05 1 15
we see that the rate change for Fig.2 is fastem thi 1o/~ . : i’
Fig.3. It means with higher pump power the
population density will be more excited. g5 .
Then we simulate the population in state 3 the
depict the number of population that has pumped t o} L w‘ B

different input pump power. This explains that with
the higher input pump power, it is stronger enotmh
exciting more number of populations from the ground
state.
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Purnp power (w)

Fig.5. Population density under the steady statelition
that varies with different input pump power.

Under the steady state condition we clearly see
that at a certain time, the number of populaticet th
has pumped from the lower state to upper staterig v
depending on the input pump power. But the value of
input pump power is has to be chosen appropridately
order to get higher inversion efficiently. Because,
according to Fig.6, the increasing of inversiore riast
not linearly proportional to the value of input ppim
power.

V. CONCLUSION

The rate change of population density in eacle stat
is representing the population inversion rate.
According to the simulation result, EDFA with highe
input pump power, the population inversion is gefti
better. It means there are more number of populgtio
that pumped to the upper energy level, so it caiblsem
more light, and then it can perform the much higher
amplification.

But we can not choose the very large level of
pump power, because we need to consider the power
efficiency and also the noise that come from the
spontaneous emission. The other parameter that
influences the population inversion is the pump
wavelength. From the simulation, EDFA using 980nm
pump wavelength can produce better population
inversion than using 1480nm pump wavelength.
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Abstract—- We have characterized the optical the core. However, relatively high power consumptio
switching devices fabricated by the electron beam is involved and lateral heat diffusion in the glass
irradiation. The structure consists of slica on cause a thermal crosstalk between two adjaceneguid
silicon layerswhere on top of it the MgF2 cladding  [9][10]. These difficulties can be reduced by usig
layers have been deposited to engulfed the core bridge-suspended waveguide structure, which lowers
layers. It shows that switching time of 2.0 s has the required drive power and reduces the thermal
been achieved. crosstalk [7]. However, device switching times are
lengthened proportionally.
Keywords: photonic switching, silica on silicon,
electron beam irradiation, optical communications The main purpose of this article is to explain on
thermo-optic  switching using  Mach-Zehnder
I. INTRODUCTION interferometer (MZI) structures. A thermo optic pha
shifter consisting of thin film heater deposited top
ptical switches are key components in advanceef one Mach-Zehnder arms has shown to be very
optical communications networks. Manyeffective to change the effective refractive indafx
different optical switching technologies are cuthen MZI so that the switching occurs.
available or under development. Stable switching
operation with low driving power is also necessary.
Switches with these characteristics can be realized II. DEVICE CONFIGURATION
using the electro-optic effect [1][2], the thermptio
(TO) effect [3]-[5], or mechanical means [6]. Today The Mach-Zehnder interferometer provides an elegant
the leading technology for optical switching degit@ means of taking advantage of the thermo-optic &ffec
Ti-diffusion in LiNbOs, where switching is achieved |t consists of two back-to-back Y-junctions conmett
using the electro-optic effect. For example, svétth py two straight guide arms. The first Y-junctiorlitsp
directional couplers based on LiNpQievices are the input light into two components which travel
commercially available. These components caglong the straight guide and are recombined at the
operate very fast, in the sub-nanosecond regime, bdecond Y-junction. Either or both the straight arms
are generally polarization sensitive and expen@ye may have a heater to allow the relative phase ®f th
recombining components to be altered. If the twe ar
In some applications, polarisation insensitivity iSn phase, the guided output is high, and if they ar
more important than high switching speed (foput-of-phase, it is low.
example, by-pass switching in LAN’s with ring
topologies and circuit switching for video distrtmn ~ The layout of the Mach-Zehnder 1x1 single mode
[8]). In this case, optical waveguide switchingngsi optical switches used to investigate thermo-optic
the polarisation independent TO effect, which giveswitching in irradiated waveguides is shown in Fegu
switching times of the order of milliseconds, woblel 1. The device has two straight arms of 10 mm length
a good alternative. and an additional thin film of Ti metal, to act as
heater electrode.
The TO effect is the change in the optical index of
refraction as a result of a temperature rise.
Conventional TO phase shifters consist of a tHim fi
heater deposited on the cladding of a buried cHanne
guide. Since in a silica-on-silicon optical wavetgji
the glass conductivity is larger than air, heat Wwé
conducted to the silicon substrate, which acts lzsaa
sink. In the steady-state, the result is a linear
temperature gradient between the heater and the
substrate, which increases the average temperature
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Current was measured. In the third, overdriven switching
Flow T characteristics were measured.
Figure 2. shows the variation of normalised
Bus ) Bus transmission with heater power, which follows the
Bar Ti Heater Bar . . . . .
Electrode conventional sinusoidal form. Points are experiakent

data; the solid line represents the calculated
transmission as given by a best fit to Equation (2)
Switching performance was essentially similar to
devices demonstrated by other technologies [3][15].
The lack of phase bias in the curve suggests tieaé t

is no phase shift between the two-interferometersar
although the relatively poor extinction ratio (18)d
suggests unequal splitting in the Y-junctions. Tihst

% 50 pm

Dummy Electrode

10 mm extinction was obtained at a power &f0.5 W while
——> 4mm «—— —> 4mm «— the second was obtained at a power &f6 W.
! 1 7 ——Theory
Figure 1. Layout of thermo-optic Mach-Zehnder 5 g.z—— o BExperimen
interferometric switches @ -
g 07
(%]
The waveguides were formed in PECVD silica-on- 5 %°7 Heater
silicon obtained from BT Labs, which has % %°7 In@mut
characteristics intermediate between those of LETI % 04T
and BNR material. Irradiation parameters of 1.06 £ 93T
Clent charge dose at 30 keV energy were chosen to 2 027
obtain essentially polarization independent inserti 01+
losses of= 1 dB atd = 1.523um for 3.4 cm lengths of 0 ‘ ‘ ‘
straight guide with an oil cladding. The guide thid 0 0.5 1 15 2
was 7um, and the index difference between the core Drive power (Watt

and buffer layer waAn = 6x10°. Insertion losses for . - . L .
an electrodel)(/ess interferometer measured usinglan oF'ghlér:t ezr. ;/o?/vn:??or; gft?]gmil'égg;ﬁgﬁ?'ézﬁg dvc\a/:rth
cladding were 2.0 dB (TE) and 2.5 dB ( TM), witketh - : =
differen?:e being ascri(bed) to slight biréfring)enfbe interferometer modulator fprmed by irradiation of B
heater was deposited above one arm of ea%t? ures 3 (a), (b) (r(T:]a)te;f(lj.w switch charactersstic
interferometer by patterning a Ouin thick layer of ob%ained usir,1g é square wave heater drive at
sputte_red Ti metal into 5Am wide strips fed by 4 frgquencies of 125 Hz, 500 Hz and 1 kHz
?brgvvgldfhgui:ﬁgtsgd:rr?]uTom);Sﬁgtrgﬂi Wp?hsazgcgespectively. Complete switching is clearly ach'ukye
amplitude imbalance [14]. & the onvest_ frequency. _However, as the drive
frequency is raised, the relatively slow resporfsth®
Il MEASUREMENT OF SWITCHING switch quickly limit its ability to reach the ON dn
CHARACTERISTICS OFF states fully. Minimum switching times &f0.5
ms are slightly shorter than results obtained with

e -~ pographic guides with a much thicker silica
gggo:;‘qe;s‘:;‘?%egtIaosfersgvt'tgmr;%elc:r?;‘ﬁffr'igge Wéc%adding, formed by flame hydrolysis deposition][17
The incident light was butt-coupled into the inpatd
facet of the device using a single mode fibre. Th T
circuit of Figure 5.8 was used to supply currenth® 4 i T
heater and hence obtain a phase shift. The outpt | | I} : S
was detected using a photodetector, and the tin = 2
variation of the detected signal was displayed on ¢
oscilloscope. '

g2000 245.00v  +80.0y 2.00% _FE_RUN
' : : Heater drive on

. . : : | |
Three types of experiment were carried out. In th { RN R _j e
first experiment, the variation of transmission twit | L——-‘ _ _‘—“*‘—4 .L._:
heater power was measured by applying a |OV| P ; Neater drive off
frequency square-wave voltage of varying amplitude @)

to the heater. In the second, faster-varying sgnal
were used and the frequency response of the switch
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L ey £ ey e evws Te rmue

1 2009 +5.00v —20.08  S00%/ FE RUN ‘ i
L —— Heater drive 0 ‘ |

Heater drive of R

(b)
Figure 4. Overdriven switch characteristic obtained
using a square wave heater drive with a voltag&dof
V and a frequency of (a) 125 Hz, (b) 3 kHz.

1 =007 2 +5.00V i 2168 =200 4E RUN

Heater drive on- In this case, the drive signal falls to zero exaat the
' ' _firgt extinction is reached, allowing an approxieist
i three-fold increase in modulation speed over the
ISR — N e etrecponding result shown in Figure 3 (c). A pitio
A '-i--,'-/l'l RE SR NN R RRR i-/-switching at similar speed may be obtained using
LN S B— i \_ - shaped drive pulse, where an initially large switgh
: / . t A / voltage is followed by a smaller holding voltage.

: : ;i : \</ - IV. CONCLUSIONS
i ‘4HEHTET‘dﬂVE‘ﬁ]ﬁ have characterized the switching devices based o
(c) ach Zehnder interferometer where thin layers of

Figure 3(a). Interferometer switching characteristi evaporated Mgf can be used as a cladding for

obtained using a square wave heater drive at @) 12waveguides formed by electron beam irradiation of
Hz, (b) 500 Hz, (c ) 1 kHz. PECVD silica-on-silicon. Switching can be realized

by using a thin film heater to induce refractivelex

In the previous set of experiments, the switch wa@anges in waveguide structures.

driven using a voltage exactly sufficient to redabh

first extinction. Faster switching speeds can itt tee  An unequal splitting in the Y-junctions resultsgoor
achieved by using larger driving voltages. FogXtinction, however, a major disadvantage. Switches
example, Figure 4 (a) shows the switch characteristtased on directional couplers would be a good
obtained using a square wave of voltage 64 V at @ternative, but heating one waveguide without
frequency of 125 Hz. Here, the heater power igffecting the other in such a closely-spaced gegmet
sufficient to drive the switch past the first extion, is extremely difficult.

through the following maximum, and then to the

o

second extinction. Due to the increased drive ppwer REFERENCES

the first extinction is reached extremely rapidly.
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Abstrac— This paper presents an evaluation ¢
IEEE 802.11e Enhanced Ditributed Coordination
Function (EDCA) traffic priority mechanism
performance based on its priority paramete
values. Simulation was conducted usingis2 (n:
2.29) platform and IEEE 802.11e EDCA patch [7
Simulation result shows that changes on thealue
of priority parameter (AIFS, CWmin, CWmax)
affect traffic’s throughput. High priority traffic (in
this paper, priority O is the highest) isguaranteec
to get more bandwidth resource than any othe
lower traffic priority. However, IEEE 802.11e can
not guarantee that a traffic in WLAN will always
ge the same service all the time for its Qc
requirements. This is due to the fact that the teal
bit rate from all other lower priority traffic in t he
WLAN will affect (reduce) higher priority traffic
throughput. Our simulation shows that bandwidth
utilization within WLAN is only about 57% of
maximum available bandwidth.

Keywords— EDCA, DCF, 802.11e, WLAN

I. INTRODUCTION

Service (Qo0S) requirements imposed by certain
applications such as real time voice, audio andwid

Therefore, QoS for WLAN MAC has received
much attention from researcher. Many simulations
and research have been performed to support QoS at
WLAN. One of them is proposed by the IEEE
802.11e task group defining the new Enhanced
Distributed Coordination Function (EDCF) [1] MAC
access method as a standard for QoS enhancement of
802.11 MAC. The main idea of EDCA is to apply
different MAC parameters for each traffic. Therefo
each traffic can be different based on its MAC
parameter and will get different treatment. The
objective of this paper is to evaluate the perforcea
of IEEE 802.11e EDCA and support to QoS using ns
2.29 [4].

This paper is divided into five sections. Section 1
consists of introduction and background. Section 2
presents the theory concerning mechanism and
concept from DCF and EDCA. Section 3 presents the
result from the simulation of scenario 1 and sdenar
and the result analysis from each simulation. The
conclusion of this paper is presented in Section 4.

Il. BASIC THEORY

EEE 802.11 Wireless LANs (WLANS) has been dl.1. IEEE 802.11 DCF
popular standard since 1990s [1], and play an
important role in building a wireless broadbandr
computing environment. The standard is composed

Distributed Coordination Function is the
l*ndamental MAC method used in 802.11 and is

. . Based on a CSMA/CA mechanism. A mobile station
both Physical Layer_ .(PHY) and I\/I_edmm Access(STA) is allowed to send packets after the medism i
Control (MAC) specifications for wireless LANS. sensed idle for the duration greater than a Disteith
Many task groups under the IEEE 802.11 and SOME. - Frame Space (DIFS). If during anytime in
working groups have also revised the standard. The )

latest PHY specifications allows much higher datakl)etween the medium is sensed busy, a backoff

e 04 050 (23, 0 o 15 Mo n a3 11 (rocere Shoud be ke specical o andom
and 54 Mbps in 802.11a [1]), compared with the y

Mbps and 2 Mbps in the initial version. Higher data ontention Window (CW) value should be chosen to

; ) Set a Backoff Timer. This Backoff Timer will stao
rates have paved the way for the incorporation of - ; - .
. o . . ecrement in units of slot time, provided that no
larger variety of new applications including

- . o . - medium activity is indicated during that particular
multimedia applications in a wireless LAN .
h . . . . slot-time. The backoff procedure shall be suspended
environment. The use of both multimedia application . A . ;
. anytime the medium is determined to be busy anid wil

in the same ywreless LAN. is likely to be common i resumed after the medium is determined to lee idl
many scenarios, such as in a home network or a c%e

- . r another DIFS period. The STA is allowed to fstar
deploying a WLAN hotspot. However, without any - .
) o o . - ' transmission as soon as the Backoff Timer reaches
traffic prioritization mechanism in MAC, high data

rate alone may not be sufficient to meet the Oyialit zero. A mobile station (STA) shall wait for an ACK
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when a frame is sent out. If the ACK is notfrom different STAs. Collisions may happen at both
successfully received within a specific ACK timeoutievels and are resolved similarly such that higher
period, the STA shall invoke backoff andpriority traffic, will get more to access to chahrend
retransmission procedure. The CW value shall bew priority ones have to wait. In short, different
increased exponentially from a CWmin value until uvalue of time parameter (AIFS, [CWmin, CWmax])
to a CWmax value during each retransmission [1]. and backoff timer can be used to set the priornity i
An additional Request To Send/Clear To Sendccessing channel from different traffic. Some
(RTS/CTS) mechanism is defined to solve a hiddeparameter in determining the four Access Categories
terminal problem inherent in Wireless LAN. The(AC) have been formulated in the IEEE draft as
successful the exchange of RTS/CTS ensures thdgfault parameters of QoS, as shown in Table 1.

channel has been reserved for the transmission fro .
the particular sender to the particular receivéiisTs "table. 1 Recommendation of AIFS and CW Value

made possible by requiring all other STAs to setrth (1

Network Allocation Vector (NAV) properly after AC AIFS| cwminl cwma

getting RTS/CTS and data frame. Therefore they will Priority 0| 1 7 15

refrain from transmitting when the other STA is in Priomy_l 1 31 63

transmission. The use of RTS/CTS is more helpful Priority_2 1 31 1023

when the actual data size is larger compared migh t Priority 3| 2 31 1023

size of RTS/CTS. When the data size is comparable

with the size of RTS/CTS, the overhead caused by th IIl. EXPERIMENTAL RESULTS

RTS/CTS would compromise the  overall

performance. The purpose of this paper is to evaluate the
performance of IEEE 802.11e EDCA mechanism. All

I.2. |EEE 802.11e EDCA simulation is conducted with ns 2.29 using patch

It can be seen from the basic DCF mechanisfRPCA from TKN Berlin [7]. Figure 2 shows the
above, that at least two parameters can be used [gpology conflguranon used is our S|muIaF|on. The
provide channel access differentiation: the defeet tOPOlogy consists of a WLAN which consists of 4
DIFS and CW, based on which the random backofftobile node (MN), access point (AP) and 3 wired
timer is generated. Lower DIFS and CW valuefode (WS). In this simulation, trafflc rate at Wiass
provide higher priority for channel access. This i§0de is 1 Mbps, although for traffic rate of 11 Mbp
essentially how EDCF is developed [1]. Instead off €ven 54 Mbps in wired link, the traffic rate 1§
treating all traffic with a single DIFS value and aMPps. The performance of IEEE 802.11e EDCA can
single (CWmin, CWmax) set, EDCF defines that thé’e evaluate_d from the receiving traffic througheslir
channel access has up to four Access Categorie) (AtK connecting AP node and WSO node.
each with its own Different Time called Arbitrary
Distributed  InterFrame  Space (AIFS) and
CWmin/CWmax values. According to the draft, one
or more user priorities can be assigned to one A€ a
normally packets belonging to the same priorityreha
one buffering queue [1].

802.11 ‘|EQaCY highest Priority —————————lowest priority
S;ﬂc‘m AC3 AcC2 ACO

- -y

ws1 ws2

Figure 2. Topology Configuration

Backoff <—. ]
Becor]-—IL_J3

Backoff |[«+—

Several major performance metrics for evaluation
EEE 802.11e EDCA are:
e Delay jitter: the variation delay in the
receiving side due the different received for
every packet [3].

- request

— | Backoff ‘—.

tx - grant

— [Backor|-—{UT

tx - request
L—J tx - deny

tx - deny
tx - request

e
tx - request
——

tx - deny

tx

-—

l

[ virtual collision

Figure 1. Access Categories at IEEE 802.11e [1]

Figure 1 shows the mechanism of EDCA at

IEEE 802.11e which is a duplication mechanism of I+ =I0+|(RE+D-RO)-(R)-RI =) .....[1]

DCF from IEEE 802.11, but the queue buffer is J(i+1) = delay jitter (ms) .

different on each traffic categories in-group basad R (i+1) = time when package arrive purpose
priority parameter from each traffic. Thereforeerd *  Throughput the traafic size through a link in
exist two levels of channel access contentionriiate a selected range of time [3].

contention among traffic of different prioritiesside
the same STA and external contention among traffic
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Zpacket compared with the ones with larger CW. Figure 4
Throughqufoﬁlooo Kbps .....[2] shows the change of value CW at priority 1 traffic
) which will influence the throughput of priority O
[1l.1 Scenario 1 traffic.

There are four settings for the delivery process ofaple 2. AIFS and CW Parameters from Simulation 2
traffic, and every setting consists of four appiimas.

Therefore the total number of the application resul AC AIFS| Cwmin| Cwma
16, which consists of four Access Categories (AC) Priority 0 2 7 15
whic'rtl isztraffi%I with p:ior:i;y(lof 0 (f;)igh_lt_eﬁt), priilly ;1' Priority 1 5 15 31
priority 2, and priority owest). The applicatio —

used is Constant Bit Rate (CBR) based on UDP Prforfty—z 3 31 1023
protocol. The transfer rate of every applicatior@§ Priority_3 ’ sl 1023

Kbps and the package CBR size of the traffic is 210
Bytes.

The first transmission is set for priority 3
applications (application with the lowest priojityt
20 second, and then followed with other application
with time interval of 10 to 50 Second, then the
priority O (highest priority) starts transmittind-he f o
next packet transmission is set at 150 Seconds1, The
at 220 to 250 seconds, the third packet transamissi 2
is conducted. Finally, at 320 to 350 seconds tlettio
packet transmission is set. The transmission will i
continue to take place until 500 Second. The teansf o
rate will be added with 400 Kbps (100 Kbps pefFigure 4. Troughput Simulation 2 Based on Parameter

500

sghput. (Kbps)

Th

application) in stages, so that by the end of the at Table 2
simulation time the transfer rate will reach 1606pk. Table 3. AIES and CW Parameter of simulation 3
It is important to remember that the transfer citthe
wireless LAN (wireless node) is equal to 1 Mbps. Pri:ri(i = ATS CW7miﬂ Cvlvgﬂa
Priorit;);:l 2 15 31
" Priority_2 3 31 1023
Priority 3 7 31 1023

300

Figure 5 shows the result and the impacthef
change of AIFS parameter. The parameters in Table 3
is equal to those in Table 2, except for AIFS
parameter. At the third simulation, AIFS priority O
minimized to be 1 slot-time, of the priority O tfiaf
only have to a wait for the channel in an emptyesta
during AIFS (1 slot-time) before transmitting. The
. . . robability of priority 0 traffic to access the cteel,
Figure 3. Troughput simulation_1 Based on Paramet Fogressively increased compared with simulation 2.

at Table 1 Figure 6 and 7 show that the traffic priority O and

Figure 3 shows that the traffic with higtiority ~ priority 1 have similar throughput value. This is
(priority 0) will get more resource than other fimf because priority 1 parameter at simulation 4 become
The throughput of the traffic with priority O alwsy close to priority O ones, while at simulation 5,
reach or at least close to the transfer rate (200, priorities parameter 1 set equal to priority 0. fEhis a
300, 400 Kbps). The total transfer rate at that mam few change of scenario at simulation 6. The pryddit
is 1600 Kbps, while the maximum transfer rate at thtraffic transmission will only conducted by settitige
wireless link is 1 Mbps. first one, whereas for the second, third, and fourt
Figure 4 is the result of simulation conducted gsinpriority the traffic is deactivated. The other fiaf
the parameter at Table 2. Figure 4 shows thatit¢raffremains the same as in scenario 1. The Priority 0
with priority 1 has higher throughput compared witHraffic consistently has the transfer rate of 106pK
throughput at Figure 3. This is because of th&igure 8 shows that the IEEE 802.11E EDCA can
existence of different parameter priorities to ficaf guarantee the traffic throughput.
priority 1. In Figure 3 [CWmin, CWmax] used is [31,
63], whereas in Figure 4, the value used is [15, 31
The access CW is decreasing, hence the backoff time
selected is also smaller, so that it will improves t
possibility of traffic to access the channel more

oughput (Kbps)

200

Thr

100
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Perbandingan Throughput Berdasarkan FID Pada 802.11e Ferbandingan Throughput Berdasarkan FID Pada 802.11e
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400

00
300

200

oughput (Kops)
Througheut. (Kbps)

200 et poei]

Thre

100
00

0 100 200 300 400 500
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Figure 7. Throughput simulation 5 Based on Table 5
Figure 5. Throughput of simulation 3 based on
Parameters from Table 3 e P

Table 4. AIFS and CW Parameter of Simulation 4

AC AIFS| Cwmin| Cwma f; >
Priority 0 2 7 15
Priority_1 2 12 20 "
Priority_2 3 31 1023 ’ ’
Priority_3 7 31 1023 % s = %o s w0

o Perbandingan Throughput Berdasarkan FID Pada 802.11e Flgure 8' Through put Slmulatlon 6 based on
Parameter at Tabel 1

400

1.2 Scenario 2

In this scenario, four applications with different
priority parameters have been simulated. Each
application transmits packets at 0-500 seconds. The
application used is CBR, based on the UDP protocaol,
with transfer rate of 300 Kbps, for each applicasio

The total transfer rate from the four applicatioas
! s 1200 Kbps. Figure 10 shows that only traffic with
: : : priority 0 which have throughput at range of 300
Figure 6. ng?ggqhept:tr 2{?:';202 4 based on Kbps, while other traffic have smaller throughptit o
more than 300 Kbps.
Table 5. AIFS dan CW Parameter of Simulation 5 Referring to Table 6, package (rcvdPkts)

100

transmission during simulation will depend on the

AC AIFS| Cwmin| Cwma priority parameter of the traffic and also with

Priority 0 2 7 15 throughtput mean (avgTput). The average jitter
Priority_1 2 7 15 (avgJitter) will increase when the priority paraeres

Priority 2 3 31 1023 lower. At simulation 7 the total average throughput
Priority 3 7 21 1023 from the fourth traffic is 573,937 Kbps or only 86

The EDCA mechanism cannot guarantee higﬁom the trgnsfer _r_ate _of wireless (1 Mbps). Theref
priority traffic with high transfer rate. This ifewn at the bandwidth utilization of IEEE 802.11e EDCA at
the graph from the last simulation, in which theSC€nario 2 is only 57% from the maximum transfer
throughput of priority O traffic seldom reach 4oorate (whichis equalto 1 Mbps).

Kbps. This is due to the level of the transfer kHtéhe
priority O applicationand other application, sotttte II. CONCLUSIONS
throughput of priority O traffic will be lower. o )

Figure 9 shows that the delay jitter that happened 1he change of priorities parameter (AIFS, CWmi
in each priority traffic. It shows that traffic withigh CWmax) will influence throughput traffic. In other
priority (priority 0) will have the lowest delaytjer. WOrds, the smaller access AIFS, CWmin and CWmax
Delay jitter perceived is only at delay at the itk probability of traffic will make the access chantel
between AP and WSO, and is not the end to end delB§ 9reater. o ,
from sender to receiver nodes. The change of priority parameter value wifleaf

the delay jitter at wired link between AP and WSO0.
Smaller access parameter means access delay jitter
will also be smaller. In other words, the traffigthw
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high priority (priority 0) will have lower delaytjer
compared with other traffic.

Delay Jitter on Priority O Telay Jitter on Priority 1

8 13
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Figure 9. Delay jitter from Every traffic of Simuian
6

Table 6. Statistics from Simulation 7

Trafik rcvdPkts a(\((gb'lr;zt)n av(grjr\]]lst;er
Priority 0 87134 299.997 3.28733
Priority_1 50254 172.944 7.13043
Priority_2 20857 71.7634 21.0121
Priority_3 8498 29.2335 56.9367

ISSN: 1411-1284

Utilisast Banduidth Kanal Berdasarkan Transfer Bitrate
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Figure 12. Statistical result of bandwidth utilisatat

.

2.

IEEE 802.11E EDCA only guarantee QoS

statistically, depends on the level of traffic stel.

The QoS performance indicator (throughput an

delay) is relative to the other priority traffic.

Perbandingan Throughput Berdasarkan FII Pada 802,11
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Figure 10. Throughput of Simulation 7 based on
Parameter from Table 2
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Figure 11. Delay Jitter Every Trafic at Simulatio
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Abstract— Artificial Neural Network (ANN) is
used for determining octane number of bio-
gasoline. The aim is to provide a solution for any
alternative energy resources researcher of bio-
gasoline in determining the bio-gasoline octane
number more easily and accurately. The
advantage of this method is it can recognize a
relationship between input and output without
knowing a mathematical equation of those input
and output. ANN learns a relationship pattern of
number of input and output data through training
process, then predicts the output from a given new
input. This research uses 43 data of bio-gasoline
physical properties (density and 50% distillation
temperature or TT50) as inputs and bio-gasoline
octane numbers as outputs. Three ANN models of
multi-layer feed-forward (MLFF), generalized
regression neural network (GRNN), and radial basis
(RB) are used in this research. The result shows
RB is the best model with 0.07% average error.
After that, the second is GRNN with 0.8% average
error, and the last is MLFF with 1.6% average
error. Except MLFF model, the other models can
predict output very accurately (zero error). RB
model has three points of five validation data and
GRNN model in two points.

I. INTRODUCTION

to another country. This causes the increasingnof a
added value of the CPO.

There are many researches in bio-gasoline
recently. They are according to encourage usirtheof
alternative fuel and the design of automotive eagin
appropriate with bio-gasoline. The problem is haw t
determine octane number (ON) of bio-gasoline that i
the important parameter of bio-gasoline qualityisTh
is caused by the expensive of the ON testing audt a
a little of ON testing tools. Using a model relgtito
physical properties of bio-gasoline and its ON is
going to ease all of researchers developing bio-
gasoline to determine bio-gasoline ON. In this
research, we proposedrtificial neural networks
(ANN) to get an accurate result.

Il. BASIC THEORY

There are four methods that is commonly used to

determinate the bio-gasoline ON, those are:

1. Predicting it through cetane index (using
temperature at 50% distillation or TT50 and
then the cetane index is used to calculate bio-
gasoline ON) [4].

2. Predicting it through FT-IR (Fourier
Transform Infrared) method as proposed by
Asfaha et.al. [5].

3. Using the ON-tester (by contacting directly
with sensing device to bio-gasoline)

onsumption of gasoline in Indonesia is 39 4.

housands KL per day or more than 14 millions (variable compression ratio) engine)
KL per year (2005) [1]. This is the huge numbers. ANN can recognize the relationship between
Even, this will be 60 million KL if totalized with input and output without knowing the mathematical
other fuel consumption. This causes Indonesianista equation of the input and the output. This ability
importer country. Meanwhile, crude oil resources armakes ANN can help the bio-gasoline researchers to
limited that is shown by decreasing of the domestidetermine bio-gasoline ON that has a complex
oil production [2]. It is imperative to look for an relationship between its input and output (ON).
alternative energy from a renewable material. Figure 1 shows a simple ANN [6], where have 3

Indonesia is the second of the biggest producaeurons of inputs (X X,, X3), 1 neuron of output (Y)
country of CPO (crude palm oil) after Malaysia,tthaand relation weights of both inputs and outputs,(W
is 10 million tons/year. Even in 2010, Indonesia i&V,, W3). Y receives inputs of X X, and X with the
predicted to the first of the biggest producer &fCG; relation weights are WW, and W, respectively.
producing 12 million tons/year [3]. Now, Indonesia’ Three impulse of neurons are combined:
CPO is mostly (>90%) exported as a raw material net= xw, + X,W, + X,W, (1)
without any advanced treatments. This is very
different with Malaysia. The most production of

Malaysia’'s CPO is treated in advance before exdorte _Ma_gnltude .Of .|mpulse received by Y follows
activation function:

Using ASTM D 2699 method (using VCR
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y = f(net) @) algorithm when the hidden layer is added, then
increasing in the number of iteration. Therebyisit
able to say that MLFF model with one hidden layer

W, has been an optimum, although sometimes adding a

hidden layer can make the training process is bette
DO

The structure of MLFF model is shown by Table 1.
Ws

95

Figure 1. A simple artificial neural network

©
S

®
&

If value of activation function is strong enough,
the signal will be continued. The value of activati
function (output of network model) also can be used
as basis to change the weights.

Angka Oktana Biogasolin
8
oo
N

. EXPERIMENT o
Suhu Destilasi 500, atau TT50 (°c)

In this research, the input data are physical Figure 3. 43 data that is used in ANN training
properties data of bio-gasoline in the form of dgns dprocess

and temperature of 50% distillation that is calle
TT50, meanwhile the output data are the bio-gasolin Taple 1 The result of training process with MLFFdab
ON. Three ANN models are used in this researcl,  |nput:
they aremulti-layer feed-forward(MLFF) that is a .
developing model from initial model ofback-

300 0.90
320 340

Number of layer 1 (2 neurons)

propagation radial basis (RB) model, and Hidden layer :
generalized regression neural networfGRNN) «  Number .of layer 1 (4 neurons)
model. +  Activation function Purelin

In the MLFF model, there is a training step to find
number of an optimum layer and neuron. The
optimum layer and neuron are used to predict the  Qutput :
target (bio-gasoline ON). In the RB model, the «  Number of layer 1 (1 neuron)
network formation using two options: without (is «  Activation function Purelin
called RB-WOGS) and with goal and spread
parameters (is called RB-GS), while the GRNN mode]
that is a developing model from RB model, uses the
default function. All of models are processed using A network model that is used in MLFF model is
MATLAB® software. shown by Figure 3. MLFF network has one input

layer with two neurons (X1 dan X2), one hidden taye
with four neurons and one output layer (Y).

IV. EXPERIMENTAL RESULTS

This research uses training data as shown by
Figure 2, taken from the previous researches [0]- 1
The data range are 0.73 — 0.8865 Kgfon density,
249.8 - 326C for TT50, and 72.53 — 92 for ON.

The results of training process to build ANN in
MLFF model show that more number of neurons in a
layer, the number of iteration is smaller. So, the
training process is faster. But, if the number efiron
is too many, it causes unstability in the algoritand
the number of iteration is more. In this reseatbl, ) : i o
optimum numbers of neuron in one hidden layer are 4 Figure 3 ANN architecture that is used in this ezek
neurons. But, the number of hidden layer has Ik litt
effect to the number of iteration in the training
process. This may be caused by unstability in the
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The first test to validate the results of the three The test uses data that is not used in the training
models uses the same data that is used in théngainstep is called validation step. The purpose of the
process. The purpose of this step is to ensure thikat validation step is to show the ability and stabpilif
model can predict the target accurately. Figure ANN performance in predicting the bio-gasoline ON.
shows that RB model can predict the target acdyrateTable 2 shows the result of ON prediction uses the
or the error is zero. This result can be achieved lthree ANN models.
RB-WOGS model as well as RB-GS model. GRNN Table 2 shows that the best model is RB with
model has 0.5% of average error, meanwhile MLFB.07% of average error. GRNN model places the
second with 0.8% of average error, and the end is
MLFF model with 1.6% of average error. RB model

model has 2.3% of average error.

GRAN MLFF

0.0%

Re from the target, that is -20,567.

Figure 4. Average error of three ANN models usnagning

data

How if the validation test uses new data, not the

training data?

Table 2 Validation data and ON calculation resuting three ANN models

can predict accurately in the three points of five
validation data, GRNN model has two accurate point,
and MLFF model has no any accurate point.

In addition, the results in the Table 2, for RB
model uses RB-GS with goal parameter is 2 and
spread value is 0.01 or called G1S.01. Those values
are the optimum value as shown by Figure 5, because
the average error is the smallest. If we use RB-V8OG
the average error is huge (5702%). This is caused b
the prediction result of the fifth point of validien
data (density: 0.8298 and TT50: 3@) is far away

1.206

Ve
1.06%

1005

0.80% 1
0.60% 17
040

0.20% {7

0.00% +

L.40%

(0.40% 0.40%

0.40% 0.£0% 0.40%

V. CONCLUSIONS

ANN can be used to predict bio-gasoline octane
number by using its physical properties (density
and TT50). The validation results of three ANN
models show that the ANN can predict the bio-
gasoline ON better with the average error has range
0.07% - 1.6%. The result shows that RB model
with G = 2 and S = 0.01 is the best model with
0.07% average error. After that, the second is
GRNN with 0.8% average error, and the last is

\ s ] v Y
& § P
) cs

\
&
A

&

I S
9r o
& : vl
o

Figure 5. Average error of RB-GS model based omé a

S values
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MLFF with 1.6% average error. Except MLFF
model, the other models can predict output very
accurately (zero error). RB model has three points
of five validation data and GRNN model in two

points.
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DATA VALIDAS GRNN MLFF RB
Density TT 50(°C) ON (O)\\| Error ON Error ON Error
0.7400 251 | 92.00 92 0.0% 90.8179 1.3% D2 0.0%
0.7300 269.6| 88.00 88.0001 0.09 87.3169 0.8% 88 0.0%
0.8278 313 | 74.68 73.661 1.49 73.7902 1.2% 74/68 0.0%
0.8848 307 | 73.85 73.593 0.39 72.7186 1.5% 73/68 0.02%
0.8298 330 72.39 74.065 2.39 70.0063 3.3% 72/15 0.33%
Average Error 1.6% 0.07%
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Abstract - Fiber Bragg Grating is one of the most
important optical filter technology as a low cost and low
loss component that has been used successfully in sensor
and telecommunication application. In this paper we use
couple mode theory for bragg gratings in observing the
effect of the uniform and non uniform fiber bragg
grating to the light wave propagating through fiber.

The couple mode theory is integrated numerically
using Transfer Matrix method. Reflectivity power in the
uniform and non uniform fiber bragg grating are
demonstrated, the demonstration will be limited to
single-mode silica-based fiber operating at a wavelength
of 1550 nm.

and non uniform grating we uskEransfer Matrix method

[1].
Il. BASIC THEORY

The most suitable tool to describe the propagatibn
light waves through a cylindrical waveguide wittslawly
varying index are couple mode theory. The theoovigles
a technique for obtaining quantitative informatemout the
optical properties of the fibre Bragg gratirig.this section
we will follow the summarised derivation presentedhe
work of Erdogan[l]. The novelty behind couple-mode
theory is the assumption that the transverse @aefatid of
perturbed fibre can be expressed as a superpositimeal

guided modes of unperturbed fibre. As a result the

Keyword - FBG, Couple Mode Theory for FBG, Matrixransverse electric field can be expressed as dioation

Method, Reflectivity
I. INTRODUCTION

Fiber Bragg gratings (FBGs) are periodic perturbatd
the refractive index along the length of the cofen

of forward and backward travelling waves as:
E(r,0,2,) = [An(2)e’m? + By(z) €Pm?.b(r,0) € (1)
m

where A.(z) and B,(z) are the slowly varying amplitudes of
the mth mode travelling in the forward and backward

optical fibre waveguide. The grating are induced bgirection respectively.o is the angular frequency of

exposing the fiber core to a periodic pattern ofauliolet
(UV) light over an extended time. The prolonged asyre
result in a permanent refractive index change endbre of
the fiber. The induced refractive index modulatioalled a
fibre bragg grating, depends on the pattern angegties of
the exposure UV light. FBG is one of the most imgor

propagation ang is the propagation constant defined3as
2nneff, where ff is the effective refractive index of a
particular mode.b,, is the amplitude of the transverse
electric field of the nth propagation constant.

In the presence of a slowly varying perturbatiorttia

optical filter technology as a low cost and low dosfibre core, the modes are forced to be coupleda Assult,

component that has been used successfully in semgbr
telecommunication application such as Gain flattgnior
EDFA, temperature, strain and pressure sensotr{@,time
delay (TTD) for
system[3], photonic chrystal bandgap [4] and etc.

In this paper we will observing characteristic loé fight
wave propagating in the uniform and non uniform F&l
what different between them. Couple mode theoryais
suitable tool to describe of light waves througtykndrical
waveguide with a slowly varying index. As numerigal
analysis for demonstrated reflectivity power in thaform

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICD?

the amplitudes of then th mode will vary along , due to
the coupling with they th mode. For coupling between the
mth and theg th mode, the amplitudes,fand B, will vary

microwave phased-array antennasccording to:

dA/dz = quAq(K‘qm+qum)ei<ﬁq'Bm>z
+ jZBq(K‘qg-Kqu)e'“‘*q*‘*m’z 2
quanz = PA(K K Zqme€PqPm”
- JZBo(K it K qme™ g m” €)
1/5



where qu and Ky, are the respective transverse coupling o' = 8¢+ 0 — 1/2 dp/dz (12)
coefficient and longitudinal coupling coefficienetiveen

the modes nand q. The derivative 1/2 @ldz describes the possible chirp in
K'qn(2)= /471 T1Ag(r,0,2)b4(r,0). b (r,0)drdd the grating. The detuningy, that is always independent on
4) the variablezis defined as:
2 o , 8¢= P —n/l1= B — Po= 2tNe(1/A — 1hp) (13)
where Ae (r,0,2) is the permittivity perturbation and *
represents the complex conjugate. where A\p=2n.+1 is the design peak reflection wavelength

_ ) _ ~ for a weak grating dpeff ~ 0) commonly known as the
~In common optical fibres, the UV-induced refractivegragg wavelengthFor single-mode fibre (where the cutoff
index changes are uniform or non uniform inside fihee  frequencyV < 2.405) the “dc” coupling coefficient and
core and negligible in the cladding. With this amption, the “ac”coupling coefficienk defined in equations (6) and

the index change can be expressed as: (7) can be simplified to:

3Ne(1,0,2)=3Neii(2)=dNen(2){1+scos[Az/ 1 +o(2)]}  (5) o = ZaANeg (14)

K = K* = /A SDNegy (15)
dnerr(z) = "dc” index change spatially averaged
over a g_rr?\ti.n_g period . The complex amplitude reflection coefficient under

S = fringe visibility of the index change boundary conditions (A(-L/2)=1) and (B (L/2) =0) is:
a = grating period
0(2) = phase describing the grating chirp p = B+(-L/2)/A+(-L/2)

= «sinhfgL)/{ 6’sinh(ygL) + jyg cosh {gL)} (16)
To complete the coupled-mode theory, there are two
useful coefficients, the self coupling coefficieabd the whereyg is the parameter relating the coupling coefficent
cross coupling coefficient defined as follows: as follows:
— x YB=\/(K2—0'2)
Gqm(Z)= ®Neo/2 Nerr(Z) [ 11710'y(r,0). 0" (r,0)drdo
(6) The power reflection coefficient of a fibre Bragating
can be determined as:

Kqm(Z)= S/26qm(2) 7
R(\)= pf= sinH(ygL)/{cosh(ysL) — o’ %%} 17)
wherecg(z) is a “dc” coupling coefficient andyy(z) is an
“ac” coupling coefficient. The power transmission coefficient is related te th
reflection coefficient through the law of consefwat of
The general coupling coefficient is defined as: energy which stateR(L) +T(A) = 1.
K'qm(2) = 6qm(2) + 2kqn(z)cos[2u/L) z +¢(2)] (8) Other spectral properties of interest in fibre Ryag

] ) ) gratings are the group delay and the dispersiorthef
For fibre Bragg gratings, coupling occurs between t reflected light. These properties are obtained ftbenphase
identical modes that propagate in opposite direstion the of the amplitude reflection coefficieptdefined in equation
z-axis. The interaction between the two modes wdl b(16) The group de|a}yp of the reflected ||ght as defined by
dominant near a fixed wavelength specified by tenting  Erdogan([1] is
coefficients. For a mode of amplitude A(z) and @entical
counter-propagating mode of amplitude B(z) , thepbed- 1, = di,/do = -A\%/2rc dO /L (18)
mode equations (2) and (3) can be simplified to:
. o, . whered, is the phase of the amplitude reflection coeffitie
dA'ldz= jo’A"(2) + [kB'(2) (9) The dispersiord, is defined as the rate of change of the
group delay with wavelength as follows:

dB*/dz= -jc’'B*(z) — jx*A"(2) (20)
d,= d g, Jdi= 21, 2 — (@*27C.d0,/d0%)= -27cli2.d°0,/dw” (19)
where _ To solve the coupled-mode equations to calculage th
A'(2) =A(Z)éjédw/2) reflection, transmission and the delay properties wee
B'(z) =B(z)é"*? transfer matrix method. The principle behind thensfer

) ) o _ matrix method is to subdivide the grating structimeo
o' is the general “dc” self-coupling coefficient defd  multiple uniform or non uniform sections and theleritify
as: each section using a 2-by-2 matrix. The information
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contained in each matrix is specific to the sectidhe
individual matrices are then successively multighledong
the length of the grating to describe the behavimiuthe
entire grating. The greatest advantage of thisniecie lies
in its flexibility to be used for both uniform andon-
uniform gratings.

A (+L/2)

f—
3'(—L,.!2]|1 2 e e e . M |3*(+L;3]
(@) Uniform grating
A A,
A (+L)2
B (-Lj2) | & L . . |B (+L/2)

(b) Non-uniform grating

Figure 1 lllustration of grating simulation using the tragsf
matrix method

The first step in this approach is to divide thatimg
into M uniform or non-uniform matrix components withA
and B" being the field amplitudes after traversing secto
. Here, the goal is to calculate the amplitude comemts of
the final matrix A,'=A’(-L/2) and B,"=B*(-L/2). The
propagation each of the sectionsldescribed by a transfer
matrix T, expressed as follows:

(ATBY) = Ti(At 1Biat”) (20)
where the transfer matriis Ty given by

;:rg;h(;de)-j (0’ lyg)sinhed2) -j(x/ys)sinh(zd2)

j(xlyg)sinh(ygd2) coshfgdz)+j(c’ /yg)sinh(zd2) (21)

WhereyB = V(k? — ¢’ and dz is the length &fth uniform

or non uniform section. Once the matrices of ak th

individual layers are known, the output amplitudes be
calculated from:

4] [a]
v _r| 4. T=T, T, T T (22)
Byl [B] o :
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The accuracy of the transfer matrix method depemds
the number of uniform or non-uniform sectionsuged the
analysis. A large value of M implies a higher aeoy:
However M cannot be arbitrarily large. The choice of M
must be such that the length of each uniform orumdform
section, dzs sufficiently larger than the grating period. By
implication, Mmust satisfy:

M = 2nl/o (23)
Il. NUMERICAL SIMULATION RESULT

Based on couple mode equation above, we can makes
numerical simulation by transfer matrix method tiserve
characteristics of light wave propagating in th&am and
non uniform FBG and what different between themhwit
calculate the reflection, transmission, delay argpetsion
properties.

We can simulate the reflectivity power over thegign
of uniform and non-uniform FBG, based on equatidn) (
using matrix method. The simulation will be executith
certain initial parameter:

Ap=1.55e-6(design wavelength)=0.999, andi;= 1.002p

as interval of wavelength in this simulation,4& 0.2
(required maximum reflectivity), ¢ = 2.99793%1(@peed of
light), h = 25x1@, v = 1 (Fringe visibility), eff = 1.47
(core index of photosensitive fibre), L = 1000510ength

of grating in micrometers), M =100, dz =L/M,=-L

+ (10.69%°) (Distance between gratings). All parameter
above we use to simulate characteristic of uniféBis, for
non-uniform FBG we must design different dz and &x
each grating section.

1H — — for uniform FBG B
—— for non-uniform FBG

0.9

0.8

0.7
0.6
0.5

Poner (p.u)

0.4 ‘

0.3

4 et T

1549.2 1549.4 1549.6 1549.8 1550 1550.2 1550.4 1550.6 1550.8 1551 1551.2
Wawelength (nm)

Figure 2 Comparison of reflection spectrum in the unifornd an
non-uniform Fiber Bragg Grating with same initiarameters.
Based on equation (17) and integrated numericaitygu
transfer matrix method, Figure 2 show the maximum
reflection spectrum in the uniform fiber bragg grgtis 0.2
p.u from total input power 1 p.u. The interestimgult of
the non-uniform fiber bragg grating simulation ighe
phenomena as can be seen around the design watteleng
1550 nm, there is region as a photonic bandgaprised,
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that is a region in which no light is transmittedt ks

not equal in value to the design wavelength, thsre

completely reflectedOutside this bandgap the reflectivity positive wavelength shift [1].

returns toward zero. Actually there are oscillasian the
reflectivity. These oscillations are due to theitéinsize of
the Bragg grating: the ideal infinite grating wikhibit a
square like response.

1| — — for L=1000 mikrometer
—— for L=2000 mikrometer
0.9| — — for L=3000 mikrometer

Power (p.u)
o o
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0 Ll L

1549.2 1549.4 1549.6 1549.8 1550 1550.2 1550.4 1550.6 1550.8 1551 1551.2
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(a) Reflection spectra of non-uniform Bragg gratinfs o
different length4., with reflectivity R = 0.2

0.2

— — for L=1000 mikrometer
—— for L=2000 mikrometer
for L=3000 mikrometer

o
=
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=
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o o o o
o o I i [N
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0.02-

S

1549.5

ok=
1549 1550 1550.5

Wavelength (hm)

1551 1551.5

(b) Reflection spectra of uniform Bragg gratings of
different length4., with reflectivity R = 0.2

Figure 3 Reflection spectra of non-uniform (a) and unifolm (
Bragg gratings with different length L.

The most significant feature of an fiber bragg ipig is
the relatively narrow bandwidth of its reflectiopestrum.
In certain case where a wider bandwidth is needed)eed
to modify the fiber bragg gratings. The best wawptchieve
this purpose is by using a short grating lengtthi design
of the fiber bragg gratings. In figure 3 we can dhe
characteristic of non-uniform and uniform bragg tipgs
with different length where shorter length of tliteef bragg
gratings will produce wider bandwidth, it mean thhe
bandwidth size is very sensitive to the gratinggtenFigure
3 also shows that for all the grating the peakertince is
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Transmission spectrum of uniform FBG
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Transmission spectrum of non-uniform FBG
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(b) Transmission spectra of non-uniform Bragg gratings

Figure 4 Transmission spectra of uniform (a) and non-unif@oin
Bragg gratings with length L= 1000 micrometer

We can see figure 4 to clarity the characteristic o
uniform and non-uniform fiber bragg gratings. The
transmission spectra show the minimum transmission
spectrum in a region around the design wavelefigth
uniform bragg gratings is 0.2 p.u from total inpatwer 1
p.u, and zero transmission in the same region for-n
uniform bragg gratings simulation or completelyleefed
in this area.
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Figure 5 Reflection spectra of non-uniform Bragg gratingthwi
length L= 1000 micrometer and different couplingfisient
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In figure 5 we look at what happens when changimg t

coupling coefficient, but keeping a length L sutlattthe
maximum reflectivity to be larger bandwidth.it méor
small coupling coefficients the photonic bandgap
relatively narrow and for bigger coupling coefficieit is
relatively wide.
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Figure 6 Delay (a) and dispersion (b) properties of non-anmnif
FBG with length L= 1000 micrometer
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Based on equation (18) and (19) the delay and
dispersion properties of reflected light in thenamiform
bragg gratings can we look at figure 6. The sinioashow
come about delay that almost same in every wavtieng
otherwise in the region of photonic bandgap or detaty
reflected area, where the delay in this area i®.z&he
dispersion (the rate of change of delay with wavgik)
show that the light wave travel in the bragg gmggirgo
through same mutation in every point otherwise lie t
photonic bandgap area. The delay and dispersioh tha
happen in every point otherwise in the completeRected
area due to disparity of grating length along led fiber
bragg gratings.

V. CONCLUSIONS

By couple mode theory and integrated numericallggis
Transfer Matrix method, we managed to show some
characteristics of non-uniform fiber Bragg gratimased on
reflection, transmission, delay and dispersion proes.
ig‘he interesting result of the non-uniform fiber diyagrating
Simulation is the phenomena as can be seen arthend
design wavelength 1550 nm, there is a region dsotopic
bandgap is formed, that is a region in which ndntligs
transmitted but is completely reflected, and théent
characteristic of non-uniform bragg gratings is the
sensitivity of bandwidth size to the grating lengthere
shorter length of the fiber bragg gratings will guce wider
bandwidth. The other way to produce wider bandwluith
keeping a length L is by changing the coupling ficiefnt,
where the bigger coupling oefficient will produdetwider
bandwidth. The delay and dispersion was happervénye
point otherwise in the completely reflected area da
disparity of grating length along of the fiber fgagratings.

The transmission spectrum clarify establishment of
photonic bandgap in the region around the design
wavelength with zero transmission or completelNeatéd.
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Abstract - We propose DNA-based application design for
secure-mobile network. The idea is to take benefit from
user’s DNA characteristic behave as unique identification.
DNA-based application consists of 3 (three) main
algorithm applied in mobile terminal, mobile network and
database server. All DNA data will be formatted on IP-
based information then might match 3G and B3G mobile
wireless platform. Further analysis will be investigated to
maintain noise immunity when DNA data passing through
wireless channel. The development of DNA-based
application will raise security level and user’s trust when
accessing any mobile application.

Keywords : DNA, Security, Mobile network

I.  INTRODUCTION

The needs of high level security platform has driven secure
application to use biometric characteristic as main platform
of validation and verification. Biometric characteristics are
measurable physical or personal behavioral patterns used to
recognize a human being [1]. The most common biometric
characteristics used in major technical devices are,
Fingerprint, Face, Iris, Voice and DNA. Compare with others,
DNA biometric security platform is having the highest
security performance, since its length of sequence guarantee
personal unigueness.

We propose design of DNA-based application for secure
mobile network. The design consists of application stack,
sequence diagram and proposed algorithm. It applies in 3
(three) main parts of wireless applications mainly : mobile
terminal, mobile network, and database server of related
application. Our work approaches 3G network platform then
also can be developed toward B3G technology (all over IP).
The work is still on going research which has provided
general design and pseudocodes of proposed algorithms.

guna@eng.ui.ac.id

Il. SECURITY PLATFORM

A. Biometrics Platform

Biometric characters are measurable personal unique
biological characters. They includes human fingerprint, face,
iris, voice, etc, while the most promising biometric character
is DNA (Deoxyribonucleic Acid).

Its uniqueness guarantee no character’s duplications on earth.
The replication possibility can be maintained to be zero, until
thousands of human generation where duplications shall
occur. Therefore, biometric character are commonly used for
the basis of wvalidity and verification of any secured
application. In addition, many biometric researches are
prominently developed, along with needs of high level
security platform and significance growth of threat and fraud.

There are some advantages and disadvantages of biometric
characters. For example, fingerprint is still the most popular
biometric character used in digital devices. Its high level of
trust and cheaper manufacturing cost are being main
consideration. However, it has also disadvantage when taking
into account enrollment process, which always requires clean
user’s finger.

In general, the increment of biometric reliability goes with
complexity and manufacturing cost. In other side, needs of
high level security platform not only required in complex
system (such as in bank) but also in daily used application
such as mobile cellular applications.

Based on reliability, DNA sequence is the most promising
biometric character. The sequence guarantees no duplication
because composed by around 3 billions series of (four)
nucleotides characters. In addition, other biometric character
are actually included in DNA sequence, since DNA is
containing all data about the unique human (face pattern, ages,
health condition, etc).



Most biometric’s verfication procedure needs special user
interface attached to application device. It is used to enroll
user’s biometric characteristic. DNA biometric platform also
require special interface to read human’s cell, such as from
hair and nail. Therefore, utilization of DNA in secure
applications face high barrier when touching technical aspect
of user’s interface. It needs high computation platform
attached to application interface.

B. DNA-based application

A genome is the complete DNA complement of an organism,
which contains the instructions controlling virtually
everything about how the organism lives: development,
metabolism, aging, sensitivity to infection, etc [2]. Advanced
studies has also reveal the linkage between non-biological
character (such as emotion) and DNA sequence pattern.

A DNA sequence is a string structure consisting of four
nucleotide bases (A: adenine, C: cytosine, G: guanine, T:
tymine). Every human cell contains 3,000,000,000 base pairs
but only 6% can be used to synthesize protein, the rest 50% is
a junk sequences . In DNA sequence, there are an estimated
20,000 - 25,000 human protein coding consists of exon which
can be coded to protein, and intron which are not used in
protein coding. Traditionally, identifying protein coding
region can be done in biology laboratory. Because number of
genes that must be identified is too large, developing protein
coding is done by computer which saving time and reducing
cost. Any method has been proposed to identifying coding
region, e.g using HMM [3], filter and DFT.

In any digital application, genome potency is utilized by
translating DNA-nucleotide series into digital format, called
DNA encoding. Simple binary format can be used to represent
4 (four) nucleotides (A=00, T=01, G=10, C=11). Another
recent methods is explained by Max H Garzon et al. Through
simple binary format, a complete record of human DNA needs
at least 6 Gigabit storage or c.a 750 MB. Hence, compression
scheme is required, as proposed in [4]. Further process and
modification to be done for matching general security purpose
while advanced mathematic model shall be investigated in
wireless platform.

I1l. DNA-BASED APPLICATION DESIGN

A. General Design

Figure 1 shows the DNA-based application stack in wireless
environment. The principle of DNA-based is to be user’s
unique identification sign. DNA can be symbolized as DNA-
print (image) or DNA-nucleotide sequence (series). In this
paper, human’s DNA uniqueness is measured based on

nucleotide sequence, consists of 4 characters : A, T,G and C.
The issue of wireless is on which DNA data (information) to
be sent over channel. Design is taking into account wireless
data format and error recovery performance considering noise
channel. In proposed design we use 3G mobile as wireless
platform.

Secure appligation DNA-base_d A
e.g m-banking Stored- algorithm DNA
DNA-data verification input s Z(:fltxv_?re
DNA- data format into 3G packet data
Physical channel (3G, B3G) Network
DNA-data information verification Server

Figure 1. DNA-based application stack

The DNA-based application is developed in parallel with
safety-required applications such m-banking. Both are
embedded by using specific software development All DNA
and information data (e.g transactions in m-banking) are
formatted 3G packet data, as it will pass over wireless
physical channel. Some modification is processed to match
the data with 3G network platform.

B. Algorithms Development

As seen in Figure 1, application stacks are involving 3 main
algorithms at Mobile Terminal, Mobile Network (channel),
and Database server. Those are structured in Sequence
diagram, depicted in Figure 2.

The scenarios are as following:

a. User input his/her DNA sequence through Mobile
Terminal to be stored (recorded) in database server. In
this case, server is on site of related applications, such as
bank in m-banking service.

b. DNA sequence are formatted in 3G/B3G information data
packet, sent through channel network. The analysis of
channel error recovery will be investigated to guarantee
DNA sequence correctness

c. Once data is stored, user’s should verify him/herself by
matching DNA-input (sample) to DNA-stored (template)
in database, each time accessing the application. If
verification succeed, user will be authenticated to do
further access. In m-banking service, users will get access
to start transaction after verified.



User Mobile 3G - B3G Server Several methods [6] will be investigated to perform
data Terminal Network (eg. Bank) suitable compression of DNA. Grumbach et al, was the
first who developed its compression. The declaration and
DNA stored Recorded initialization variables are :
algorithm (stored)
> p|—> < DNA_compress(array)=compression( DNA_digital)
S . DNA data o
Verification Information passing DNA_compress is final format of stored DNA sequence at
start embedded in through | verification ~ database server.
_— Mobile network '
channel algorithm
—_— |
< < «— |«
TS
Transaction start

Application

Figure 2. Sequence diagram of DNA-based application

The proposed algorithm are as follow :
1) DNA-stored algorithm at Mobile Terminal

DNA-stored algorithm is recording process of DNA sequence
at database Server. The recorded data is used as biometric
template data, primary used in verification. Following are
proposed pseudocodes :

1. Declaring DNA stored variable and initialization with
user’s DNA sequence at user’s Mobile Terminal. The
sequence can be image (DNA-print) or character string
symbolizing nucleotides. In developing DNA-stored
algorithm, we use simple DNA character string.

DNA_stored (array) = user_DNA_char (series)
example =[ATGGGC..CTAGATC]

2. Translating DNA_stored to be digital format in 3G Mobile
Terminal. Digitalization of DNA sequence are processed
by encoding steps [5], transforming protein elements into
binary digits.

For example in simple DNA encoding, where
A=[00] T=[01] G=[10] C=[11],

the declaration and initialization variables are :
DNA_digital(array) = digitazing ( DNA_stored )
DNA_digital(array) = digitazing (ATG..GC)
DNA_digital(array) =[0001 10 ..... 10 11]

3. Compressing DNA digital fitting database server
capacity. Based on simple digitalization, DNA-sequence
requires at least hundreds of Megabyte data. The
compression purpose are also needed to reduce bandwidth
transmission from Mobile Terminal to database server.

2) Transmission over 3G/B3G networks

All DNA data will be formatted into IP-packet passing through
mobile channel. As shown in Figure 2, application design
stack is having 3G/B3G for its network platform. In physical
layer, DNA sequence are regarded as digital data source
encapsulated before passing through network. Error correction
and detection scheme shall use applied method in 3G
platform. Complete data encapsulation of 3G WCDMA
Rel.99 and Rel.5 is presented in [7]. Figure 3 below showed
DNA application running in 3G computer simulation.

DNA-based
Application Convelutional Sorambler Modulasi QPSK
Encoder
(software)
Kanal Transmisi
Database
(— Viterbi Decoder 4— Descrambler [¢— DemodulasiQPSK 14— Rake Receiver
software

Figure 3. Block diagram of 3G and DNA application

Along with 3G, transmission are also set to match B3G
scenarios, as some technologies has been recently developed.
It includes IEEE 802.16 (WiMAX).

3) Verification algorithm at Database server
The verification aimed to verifying user as the right person

who may access application in server. In biometric system,
biometric template is the individual mathematic data set



calculated from user’s biometric sample. For verifying,
biometric systems need templates for comparison. [1].
Proposed design uses DNA_compress as template and
DNA_key as user’s biometric sample. Verification algorithm
will result TRUE if DNA_key matched with DNA_compress.

However, for reducing complexity and increasing efficiency ,
we are developing CODIS-13-like algorithm to be used as the
basis of verification algorithm. The algorithm will work by
utilizing locus and genotype character, without using whole
series of human DNA. At present, CODIS-13 is still efficient
to determine human’s uniqueness because doesn’t require
whole DNA series.

IV. PERSPECTIVE

We have proposed DNA-based application design, which
status is on going research. Currently (up to September 2007)
there is no conclusion at this stage, but our work will lead to a
set of DNA-based algorithm for secure mobile applications.
There is strong believe that DNA-based application will raise
user’s security trust when accessing mobile applications.
Some limitations has been identified, primarily about access
interface. For mapping human DNA, user needs to sample
his/her biological DNA every time accessing application
through additional biometric devices. At current technology
stage, it will be very complex and won’t be handy when
embedded to mobile phone.
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Abstract —In this research we propose a closed-
loop MIMO (Multiple-lnput-Multiple-Output)
system using transformation matrix in order to
optimize capacity and to increase system
performance. The grand scenario of this concept is
the attained advantages of the transformation

matrix, which is guaranteed by itsderived analysis.

First, transformation matrix can allocate
transmitted signals power suit to the channe.
Second, it can be manipulated in order to
maximize the minimum-distance at the receiver.
Finally, this transformation matrix can mitigate
inter-channel correlation. Furthermore, computer
simulations validates that our system at 0 dB SNR
can reach optimal capacity up to 1 bpsHz and
SER up to 0,1 higher than opened-loop MIMO.

Keywords— Capacity, CSlI, fading, MIMO

I. INTRODUCTION

s known

are focused on receive diversity since reverse-link
capacity used to be considered as the bottleneck.

However, as highly asymmetrical services are
ongoing to be introduced into  wireless
communication, improvement of forward-link
performance is becoming the main challenge facing
the effort toward next generation evolution. Traitsm
diversity is one of the key contributing technoksio
address this problem. Common methods of transmit
diversity employing spatially separated antennas
reduce the impact of fading by offering multiple
independent copies of the digitally modulated sigina
[13] and [17].

Depending on whether feedback information is
utilized or not, transmit diversity schemes can be
categorized as closed-loop or open-loop ones. Some
open-loop transmit diversity techniques that are
recently already introduced, include delay diversit
[12], time switched transmit diversity [13], and
orthogonal transmit diversity [16]. They can pravid
limited performance improvement but are practical t
be implemented in current systems. In these schemes

in wireless communication world,the same information is transmitted through mustipl

frequency bandwidth is limited and expensiveantennas. Though partial or full spatial diversign

This is a challenge in providing broadband wirelesbe achieved, either coherent receiver or additional
communication services. In order to solve thisesources (bandwidth, time or spreading codes) are
problem we have to develop a bandwidth efficientequired. Thus the overall efficiency of the systism
system, which has high bit rate or capacity propetya very limited. Recently, a group of bandwidth effeet
through small enough frequency bandwidthtransmits diversity schemes using open-loop methods
However, achieving higher bit rate and error-ratén flat fading environments are proposed, which
quality in the same time is sound impossible. known as Bell lab layered space-time architecture
The main problem faced by wireless(BLAST in [10] and [14]) and space-time trellis exd
communication systems is channel-fading, whichmis i[15]. Compared with space-time trellis codes, BLAST
end-effect will decrease the system capacity aruhs less complexity and higher spectral efficiebay
quality. There are several techniques proposed poorer performance.
order to mitigate this effect. One of the most As abovementioned, both space-time trellis codes
significant technological developments of the lasand BLAST operate in an open-loop, that is, without
decade is MIMO using multiple antennas in inputchannel knowledge at the transmitter. Better
output. With multiple antennas, diversity gain dsn performance can be expected provided when feedback
provided to counteract the destructive effect diifg  information is utilized. In closed-loop schemes,|CS
and thus improve the performance significantly. YWhachannel state information) estimated by the remeiv
is especially exciting about the benefits offered bis fed back to the transmitter so that the basgosta
MIMO is that optimal capacity and high performancecan shape the transmission waveforms to maximize
can be attained without additional frequency-sgéctrthe SNR (signal-to-noise ratio) at the mobile. The
resource. well-known antenna beamforming [1], selective
Deploying multiple antennas at the base station tsansmit diversity [11], and maximum ratio
an effective and promising solution to solve thdransmission [18] techniques are typical examples.
challenge in providing broadband wirelessAlthough their performance is usually considered as
communication services. Earlier studies in thisaarebetter than open-loop ones’, higher system comiylexi
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is needed and their success greatly depends on the Gaussiart (ZMCSCG)with R.,.=E{n n"}=N,

quality of the channel estimates, the feedbackydela Ine=/7? Luar-

the dynamics of the signal and etc. Fortunately3@n = A matrix of complex channel transfer is defined
standards, many of the proposed services are ltkely asH.

be used in low-mobility environments under single-  « Received signal vector and input-output relation
path conditions [17]. In such situation, precisel CS state:

can be assumed to be available at the transmitter.
Consequently it is necessary to investigate an y:\/EH E—S+D:[y11y21"'!yMr]T
effective closed-loop scheme in which both high - t
spectral efficiency and best error performance lwan = Eis total average symbol energy.
achieved. In this MIMO system, maximum capacity is
MII\DI/I(;)tivatetd by this idiav W? deV?OP a C|t°$9d'1|_?]oléletermined bymutual informationbetweens and y
system using transformation matrix. e y) = i
configura)t/ion of thisgsystem is similar to BLASTveCtor’ asc_n?g!@ @'X)_H(X)_H(l@' Wherein,
system. Design of linear transformation matrix isH(+) is a notation fodifferential entropyof a vector,
calculated based on water-pouring principle whh iandf(s) is probability distribution ob. Becauses and
intended in order to maximize the channel capacity vectors are independent, tht#y|s)=H(n). Since

[2], [3], [7], and [9]. Furthermore, to achieve bes jifferential entropy is defined as

performance of error probability, then maXimum(y)—logz(det(naR,)) bps/Hz and H(n) =
= R, n =

likelihood decision [4]-[5] with high minimum
distance is adopted at the receiver. However, Ifdl fu Iogz(det(rean))_bpsllﬂz, thus we can form the general
Qannel capacity as:

this required performance we should assume that tfi
channel is frequency non-selective (flat) and quasi _ (s )= I det 1. + P HR H"
StatIC. (§’ X) T!‘(gsja:%/\(( ng e —M, MI LAY - (1)

In order to explore this new scheme deeper, so thaiherein:
the rest of the paper is organized as follow. lotiBa » C: Channel capacity [bps/Hz].
Il, we introduce our channel model and the MIMO Ly, : Identity matrix with sizeM, x M.
channel capacity. Moreover, the details of the cipa . hss. Covariance matrix of transmitted symbol.
optimizatio_n and perf_orma_nce in _several condit?(bn o] _ﬁ TransmittecSNR.
channel will be described in Section Ill. After thia It can be concluded from (1) thBt, can be free

Section IV we present simulation results of our rranaed in order to optimize the capacity as e
proposed system compared to other MIMO SyStemg'oes gnot change the F;otal transmittped )gwer Ogn the
And finally, conclusion of this paper will be deidd 9 e dp o
: : other hand, the select®&; will yield optimal capacity
in Section V. o 2.
if its chosen value can follow the channel conditio
such in closed-loop system in which the transmitter

IIl. BASIC THEORY OF MIMO CAPACITY has knowledge dfi.

In figure 1, we consider single-user and point-to- 1. PROPOSED SYSTEM
point wireless communications system that condist A c ity Optimizati
M; antenna elements at the transmitter Bipcintenna " apacity Optimization
elements at the receiver [8]. It is assumed that th In order to optimize the capacity in (1) we propose
channel has Rayleigh-, slow- or quasi-static-, ey 0 add transformation matrices in a closed-loop
fading. Then the input-output relation and otheMIMO system as shown in fig. 2:
notations can be expressed as follow:

[l

Fig. 2. MIMO with transformation matrixg

While H is known by transmitter, so the
decomposition of a singular value of channel transf
Fig. 1. MIMO configuration matrix definedH=U X V" will result the capacity
expression as in (2).

» A modulated transmitted signal vecters= [sy,
S, e le]T, and its covariance matrix is ¢c= log {de{l +£ZVHTR THv s ]} )
_ 2 Im, M= s LS

Bss—E{§§H}- t
» Received noise vectar= [ny, ny, ..., nMr]T is a
Zero Mean Circularly Symmetric Complex

1 A Gaussian random variable, Z=X+i*Y, is ZMCSCGXifand
Y are i.i.d real Gaussian random variable with re®aand the
same variance.
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ZVed! | = r(ZKY? £ S8 K ),
C:|ng{d6(|w| +pZKZHJ} = e
T h/lI
Wherein matrixJ with size ofM, x r and matrixvV IV. SIMULATION RESULTS

with size ofMt x r are unitary matrices, so that'u = . ' . o

VA = I, While singular matrix expressed &= Figure 3 presents a visualization proof of (1) and
aia_g{ o O g}, with /7 = A thei®" eigen value of (2) as the result of capacity simulation as a fiamcof
b L 5205 - 9 SNR. The illustrations show us that the MIMO

systems with CSI at the transmitter always have
%igher capacity than the MIMO without CSI.
Moreover, the 10% outage capacity of MIMO with
CSl reaches up to 1 bps/Hz higher than without &SI

This result in (2) is the same as optimal formul
introduced by Telatar [9]. In this case, capacijue
is a function ofy, that can be derived blyagrange
method, and follows withwater-pouring algorithm

. . SNR 0 dB.
[2]. After that, if we choos&™ T R T V = diag(ys,
Yo,---, V) = K and assumeRis= lw, SO that the KAPASITAS OUTAGE 10% vs Es/No
transformation matrix becomd&s= V K following Y= st om0
the power constraint i) = tr(Rsd = M. 10H 5 Mo G unknonny |1 ‘

MtxMr-2x2,(Ch unknown)
—#— MtxMr-4x4,(Ch unknown)
81 —— MtxMr-1x1,(Ch known)
MtxMr-2x1,(Ch known)
—x= MtxMr-1x2,(Ch known)
MtxMr-2x2,(Ch known)
—I- MtxMr-4x4,(Ch known)

The grand scenario of this proposed method is that
how this transformation matrix can also increase
system performance, especially SNR and PEPR.isf
unitary matrix that followd. L" =1, thus with a few
manipulation matrixT becomesT=_V KY2L. The

addition ofL is valid, because it still obeys the power
constraint.

Kapasitas outage 10 % [bps/Hz]
®

[ |
| |
1 1
0 2 4 6 8 10 12 14 16 18 20

B. Received SNR Es/No [dB]

. . . . Fig. 3. Outage Capacity of several MIMO system
In [2] is described that this method can improve g g pactty y

the received SNR of VBLAST. In view of the fact tha

ZMrMAi > ZMr/‘i e} the received SN R: 10 Symbol Error Rate (Upper Bound). (MtxMr=4x4; 4-PSK)
E Mr E Mr Fe===: *7""’**‘%’*77—‘77*, ‘, 4
SNR=— Ay, >SN =——> A
NOMt ; |y| RBLAST NOMt ; i (3) 10tk ]

Since higher SNR has superior signal power so that ‘
this can be the starting point to get a betterrerro  10°¢ - 3
probability. T

SER

C. PEP (Pairwise Error Probability) -
As defined by Tarokh [15] that probability, df is

sent ands, is decided as received symbol, can be | VBLAST ]
approximated with Chernoff bound as: T Nawscheme (TL.2) .
AN Es 2 _ ES P 10° I I I I I B
P(§1 - §2\ﬂ)—Q[ 2MtN, d (§1'§2)]S ex;{ AM,N, d (§1Y§Z)j (4) ° 2 ! Es/No (rxsTotal) [dB] ? 0 1
Where: Fig. 4. SER upper bound of MIMO
' 2 2 . .
d*(s,.8,) =|H' (s, - s ); =HZKML(§1 _§21‘F ---(5) On the other hand, Figure 4 illustrates SER upper

is the minimum distance of used signal code. Frofound of MIMO with CSI (for SVD and the new

this equation we can conclude that optimal PEP ca&¢heme) and MIMO without CSI (for VBLAST)

maximizing the minimum distance. by (5) has higher value of minimum distance, sd tha
SER becomes improved. Even at SNR of 0 dB our
D. Maximizing the Minimum Distance new scheme still superior than other scheme up to 1

. . . symbol error in every 10 received symbols.
There are various values of unitary matixhat Unfortunately, the receiver of this new scheme is

can maximize the minimum distance. One grandy complex and needs additional processing time
scenario is through decomposition of transmlttegstimaﬂng the transmitted signal. Therefore,

- : _ H
signal-pair,s;-s, = Uss 2ss Vss - WhereUssandVssare  forthcoming we have to investigate a new simpler

unitary matrices and have the relatiths'Uss = getector which has started in [4] and [5].
Vee'Ves = Iy. In view of the fact that singular valug,
is real-positive, and. is chosen equdl.’, then the V. CONCLUSIONS

minimum distance in (5) becomeds;,s) = || = K*?
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will achieve the same high capacity as the system Suhartono Tjondronegoro, "Simple ML Detector for

developed by Telatar which is proved by (2). In Wireless Communication MIMO Systems with Singular

addition, this system has enhanced average recei g]d g.hag‘g\kl;” Fggg'g ﬁ;rsdlj-{) 'Aéfgéﬁ‘gsga' Szggikrtono and

SNR compared to open-loop MIMO such V-BLAST.™ g, . o5 Tjondronegoro, "Ergodic and Outage
T_h|s condition can_be_ achieved becal_Jse this system cpapne Capacity Comparison for Wireless Channel
gives more transmission power effectively allocated MmO in Certain Condition of CSI", in proc. of
into channel as stated in (3) according to water- EECCIS, Malang, 2006.
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proposed system place in application for high speed 1995 o _ _
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Abstract - This paper reviews a construction of DSP
algorithm to implement virtual surround sound application.
In analog system, its application was develop based on Head-
Related Transfer Function (HRTF), while in digital design
we used FIR and IIR digital filters. DSP algorithm is
implemented in TMS320C6713 DSK programmed by CCS
software. Our results are compared to HRTF characteristic
generated by traditional computational method. The
analysis shows that the virtual surround sound application
can be implemented in DSP process. The applications works
well in the frequency range from 0 to 4 kHz, and the
characteristics of the results are similar to the traditional
computational HRTF characteristics

Keywords- Virtual Surroun Sound, HRTF, TMS320 C6713

I. INTRODUCTION

Digital Signal Processing (DSP) is today become the basis of
any digital device [1]. Its premier ability to do fast computation
behaves as primary advantages [1][2]. Inputs are processed by
certain algorithm, producing output signals. DSP algorithm
development is main key in order to fit in expected
requirements. One of device to help building algorithm is DSP
Starter Kit (DSK board) TMS320C6713. It may help developer
or engineer to do real testing of the algorithm [2]

DSP technology includes worlds of audio and music, applied
in its main processor [3]. One of the application in audio and
music is the virtual surround sound application. Virtual
surround sound is application to enhance sound quality of stereo
speaker become as if a surround one. Traditionally, it was built
by computing an algorithm called Head-Related Transfer
Function (HRTF). This method is finding a numeric
characteristic of output sound which is the same as surround
sound character.

We review a construction of DSP algorithm to implement
virtual surround sound application. Algorithm works on the
basis of digital filters operations in 3 (three) sub-band frequency.
It is implemented in DSP Starter Kit TMS320C6713,
programmed with Code Composer Studio and working on
frequency range 0 — 4 kHz.

msurya@ee.ui.ac.id, guna@eng.ui.ac.id

Analysis shows that the virtual surround sound application
can be digitally implemented using the TMS320C6713 DSK.
The applications works well in the frequency range from 0 to 4
kHz, and the characteristics of the results are similar to the
traditional computational HRTF characteristics in [4].

II. VIRTUAL SURROUND SOUND
A. Surround Sound

Principally, surround sound is scheme of speaker’s position
to produce a 3-D sound effect [5]. It is formed by several
speakers working in certain frequency range, for example
surround sound 5.1 means a structure of 5 (five) speakers
working in high and middle frequency range, completed by by 1
(one) low frequency speaker.

Through analog and digital technology, surround sound can
be attached to any home appliance, from PC to home theater.
However, it make device coming with numbers of speakers.
Speaker’s requirements become a hinder when surround sound
to be applied in small devices, such as MP3 player and
Handphone. Device needs specific method in order to build
surround sound effect through limited number of speakers, that
is Virtual surround sound. The algorithm is applied in a transfer
function called Head-Related Transfer Function (HRTF).

B. Head Related Transfer Function (HRTF)

The concept of HRTF is by analysing sound intensity which
is heared by right and left human ears. [6]. Algorithm is
developed by constructing a transfer function representing the
values of those intensities. Spectrum of ear-receiving sound
depends on factors of distance, angle, and transfer medium from
source to ear [6]. On the other hand, human’s ear perception also
related to head-diameter, ear-surface, and shoulder factors.
Those are formed into transfer functions for left ear and right
ear. Equations (1) and (2) showing transfer functions for HR
(right head) and HL (left head) :



1+ j2awt ooy

H(w,0) = I jor (1)
I+ 2(-a)or .,
A= e © @
1 .
a= 5(1 + sin @) (3)
r:%(a/c) )

Where a is distance from source of sound to human’s ears and ¢
is sounds’ velocity.

Te=(0-0)r )

T, =(ar) (6)
From (1) and (2), we obtained intensities in dB :

Ar=20 log [He| )

AL =20 log [Hy| )

HRTF implementatios is mostly popular in analog devices.
In this paper, we designed virtual surround sound through DSP
approach. The basic idea is to build a DSP algorithm which
produces sound characteristic that is the same as HRTF one.
DSP algorithm is working based on 3 (three) divisions of high,
middle, and low frequency, and constructed by FIR and IIR
filters [6]. For doing implementation and measurement in
Digital Signal Processor, we used TMS320C6713 DSP Starter
Kit produced by Texas Instrument.

The HRTF characteristic is taken from [4], which computed
a comparison between input and output signal power in
conventional surround sound. Figure 1 showed HRTF
characteristic in a frequency range between 100 — 4000 Hz [4].
The data were measured in left and right ears. Since HRTF was
conventionally produced in analog system, its characteristics can
be generated by numbers of digital filers. By dividing frequency
range into 3 (three) sub-band, low and middle frequency have
flat intensity while high band has fluctuative change.

III. DSP ALGORITHM FOR VIRTUAL SURROUND SOUND
A. Band Frequency design

In order to match HRTF characteristic, DSP algorithm is
working on 3 (three) sub-band frequency (low, high and middle)
which are functions of HRTF determined-factors : head-
diameter, ear-surface, etc. Low frequency received in human’s
ear is determined by head’s diameter (typically d1=150-1200
mm) and sound velocity (v=340m/s), where fc; = v/2(d1)= 850-

1100 Hz. In this work, we used low frequency band fc; = 1100
Hz.

High frequency received in human’s ear is determined by ear
surface area (typically d2=3.5-5.5 cm) and sound velocity
(v=340m/s), where fc; = v/2(d2)= 3000-5000 Hz. Since
human’s voice is always less than 4000 Hz, we used high
frequency band fc, = 3000 Hz. The last division is middle
frequency which is a value between low (fc;; = 1100 Hz) and
high band (fc;, = 3000 Hz).

HRTF Characteristic
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Figure 1. HRTF Characteristic [4]

Based on 3 (three) frequency divisions, we built a DSP
design (algorithm) constructed in Figure 2. The algorithm is
programmed in TMS320C6713 DSK using Code composer
studio.

— Lowpass Stereo 0
FIR Filter Codec
53 Order

1

" Bandpass Bandpass Stereo
nput |'_ FIRFiter [—| ‘iRFiter [] URFiter [] URFiter [~ Codec Switch [ Output

53 Order

Highpass
L] FIR Filter
53 Order

Stereo
Codec 2

Figure 2. Construction of DSP algorithm

As seen in Figure 2, middle frequency band used 3 (three)
bandpass IIR filter. This is to make our design matching
conventional design in [4] which used 3 (three) Parametric
Equalizer (PEQ). For minimizing DSK memory usage, our
design doesn’t install IIR filter in low and high frequency band.

Numbers of IIR filter has purpose to represent PEQ ( as used
in [4] ) in middle frequency-band. This is preferred to maintain



efficiency because this band contains most human sounds,
especially vocal voice.

B. Digital Filter Design

The filters parameters are designed using FDA Tool in
MATLAB. Numbers of coefficients (N) affects performance of
DSK TMS320C6713, therefore we prefers digital filters FIR
window-Hamming and IIR Chebyshec Type Il. Table 1 showed
filter specification after computation.

TABLE 1
FILTER SPECIFICATION
Filter fs Transition Cutoff N
(Hz2) width
FIR 8000 | 500 Hz fcl=1100 Hz 53
Lowpass
FIR 8000 | 500 Hz fc2= 3000 Hz 53
highpass
FIR 8000 | 500 Hz fc31=1100 Hz 53
bandpass fc32 = 3000 Hz
8000 | 500 Hz fstopl = 600 16
IR fpassl= 1100
bandpass fpass2 = 3000
fstop2 = 3500
Astopl =60 dB
Apassl=1dB
Astop2=80 dB

Figure 3, 4, 5 and 6 show filter’s spectrums as specified in
Table 1.
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IV. RESULTS

DSP algorithm is computed using TMS320C6713 DSK
where measurement specifications are set similar to [4]. In order
to identify its Virtual Surround Sound performance, DSP output
results are compared to HRTF characteristic in Figure 1. Output
data are taken from measurement in right and left ears
measurement of which 0 = 45°. Figure 7 and Figure 8 show
output characteristic for both measurements.
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Left Ear characteristic
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Figure 8. DSP output characteristic in left ear measurement

By comparing Figure 7, Figure 8 and Figure 1, we evaluated
general tendency that DSP output are matching to HRTF
characteristic computed in [4]. The climbing and decaying of
both lines are more-less similar.  There are significant
differences of sound intensity between DSP output and HRTF
characteristic. They are due to gain factors of sound devices,
hence not affecting primary performance of its virtual surround
sound. It can be concluded that graphs similarity means virtual
surround sound application can be digitally implemented using
TMS320C6713 DSK. Furthermore, it may be developed into
any DSP appliances.

Data are measured in frequency range between 0 — 4000 Hz.
In ideal computation, sampling frequency can be set to be 128
KHz. Our measurements use sampling frequency 8 kHz, due to
noise occurance in TMS320C6713 DSK as limited by buffer
memory condition.

V. CONCLUSION

We have reviewed construction of Virtual Surround Sound
using DSP Starter Kit TMS320C6713. The analysis shows that
application can be implemented in DSP process and works well
in frequency range 0- 4000 Hz. The output results are similar to
the traditional computational HRTF characteristics

VI. REFERENCES

[1] Ifeachor, E.C. and Jervis, B.K., ”Digital
Processing”, Prentice Hall Second Edition, 2001

[2] Chassaing, R. “Digital Signal Processing and
Applications with the C6713 and C6416 DSK”, Wiley
and Sons,New Jersey, 2005

[3] Hyoun-Suk Kim, Poong-Min Kim, and Hyun Bin
Kim.” Cross-talk Cancellation Algorithm for 3D Sound
Reproduction”, ETRI Journal, Volume 22, Number

Signal

2,June 2000
[4] Sakamoto, N., Kobayashi, T., Onoyettt, T. and
Shirakawat, 1”DSP  Implementation of Low

Localization Algorithm Computational 3D Sound”,
Dept. Information Systems Engineering, Osaka
University, 2001.

[5] Tonnesen, C. and Steinmetz, J “3D Sound Synthesis”,
Human Interface Technology Laboratory, 2001

[6] Dude. R.O “Modeling Head Related Transfer
Functions”, Department of Electrical Engineering, San
Jose University, 1993



Evaluation of Indoor HSDPA Performance
Applying FEC Turbo Code

Muhammad Suryanegara and Moh. Harry Prabowo

Wireless and Signal Processing Research Group (WASP)
Department of Electrical Engineering - Universitas Indonesia
Kampus Ul Depok 16424, Depok — Indonesia

Abstract - There are several factors determining
throughput in HSDPA (High Speed Downlink Packet
Access) measured in mobile terminal side. Those
primary ones are terminal’s capability, propagation
and error code performance. Starting from 3™
generation mobile technology, Turbo Code is chosen
as ideal FEC (Forward Error Correction) scheme
offering minimum error rate at wireless environment.
This paper evaluates HSDPA performance in indoor
propagation model (office building) by varying
prominent turbo code parameters. Evaluation was
also running on simulation on several HSDPA basic
parameters scenarios.

Keywords : HSDPA, Turbo Code

I.  INTRODUCTION

3G-WCDMA cellular system has not given satisfaction
performance when accessing data application, expecially
for video streaming, web browsing, and downloading
music/game. In order to solve that limitations, 3GPP has
released UMTS Rel 5 HSDPA (High Speed Dowlink
Packet Access) has known as 3.5 Generation [1]. In
parallel, by several years ahead, indoor multimedia
demands will increases. Some technologies, such as WiFi
offered high bitrate but not very high mobility. It is
believed that by improving performance of HSDPA
could be optimum solution for indoor mabile access.

HSDPA applies Turbo Code as FEC component. Turbo
Code gives significant influence that may increase
transfer rate without increasing the power. However,
some weaknesses are high latency and complexity of
decoder. This paper evaluates HSDPA performance in
indoor propagation model (office building) by varying
prominent turbo code parameters. Evaluation was also
running on simulation on several HSDPA basic
parameters scenarios.

By varying HSDPA basic parameters, the results show
that HSDPA throughput was linear to number of
information bits in block transport, number of allocated
HS-DSCH code and inter-TTI interval value. By varying
turbo code parameters, HSDPA gives lower error rate on

numbers of iteration. It gives minimum HARQ
transmission which leads to higher bit rate. However it
gives another consequence that time-delay is increased
which is not good for advance real-time applications.

Il. HIGH SPEED DOWNLINK PACKET ACCESS

A. HSDPA

Basically there are 3 (three) main features in HSDPA
which gives higher transmission rate. They are :

1. Fast Link Adaptation

In HSDPA, Adaptive Modulation Coding (AMC)
uses 16-QAM and QPSK with coding rate ¥ - %.
Because of AMC, Spreading Factor (SF) won’t be
varied and fast control power is not used. The
formation AMC depends on Channel Quality
Indicator (CQI)

2. Fast Retransmission

This scheme is done by Hybrid Automatic Repeat
reQuest (HARQ) and soft combining. Through this
feature, User Equipment (UE) will save the data to
soft memory. When decoding fails, retransmission
data will be combined with data in soft memory
before decoding process. This method can improve
diversity gain and decoding efficiency.

3. Fast Scheduling

Scheduling package was done in the basis of 2 ms.
Therefore, HSDPA has Transmission Time Interval
(TTI) or interleaving shorter than WCDMA
(10,20,40, atau 80 ms).

For supporting those features, HSDPA was developed by
adding some new channels, they are:

1.High Speed Downlink Shared Channel(HS-DSCH)
This channel was used by UEs for transmitting their
data packages. Different to DSCH in WCDMA,
HSDPA set constant SF to be 16. Features of AMC,
HARQ, TTI 2ms, and maximum of 15 multicodes
are used in parallel by HS-DSCH. Since they are



applied parallel, user’s throughput depends on
numbers and application accessed by another user.

2. High Speed Shared Control Channel (HS-SCCH)
This channel has fuction for signalling between
Node B and UE. It carries key information needed
for HS-DSCH demodulation process.

3.High Speed Dedicated Physical Control Channel
(HS-DPCCH)

HS-DPCCH works on uplink channel. This channel

has function for carriying ACK/NACK information

on physical layer and delivers CQI information

transmitted to Node B [1].

B. Indoor Propagation Model

This model estimates path loss in a room or closed area
which is limited by various forms of the wall. Suitable
for designing indoor, this model estimate all path loss in
a room. Equation (1) was used to count pathloss on ITU
propagation model

L=201logf+ Nlogd+Pf(n)-28 (D)
Where :
L : Path loss (dB)
f : transmission frequency (MHz)
d : distance (m)
N : distance power loss coefficient
n : Amount of floor between transmitter antenna
and receiver
Pf(n)  : factor of floor loss penetration

Several values of N were determined based on frequency
band, showing in Table 1.

Table 1 Distance power loss coefficient [2]

Commercial

Rcsitl&?nli:ll Office

Frequency

Band Area Area Area
900 MHz N/A 33 20
1.2 GHz N/A 32 22
1.3 GHz N/A 32 22
1.8 GHz 28 30 22

4 GHz N/A 28 22

Floor loss penetration factor depends on numbers of
floor and transmission frequency. Those values are listed
in Table 2.

C.Turbo Code

Turbo code improves transfer rate without increasing
transmission power [3]. A weakness turbo code are high
latency and complexity of decoder. If numbers of turbo
code iteration is increases, performance will increase, but

time delay also will be longer. The performance key of
turbo code scheme is its decoding process. An analogy of
its process is finding solution in puzzle. First decoder
operates on vertical line (bit parity), and second decoder
operates on horizontal line. In first iteration, both
decoders are cutting off the answers then exchanging
them to know the differences. This process are iterated
until both decoder get a complete answer. The
implementation of max* operators are significant in
turbo decoding scheme. There are four MAP algorithm
version, log-MAP, max-log-MAP, constan-log-MAP,
and linier-log-MAP [4].

Table 2 Floor penetration loss factor [2]

. ]

Number Office

Frequenc Residenti Commerc
v Band of Floors al Area Area 1al Area
900 MHz | 1 N/A 9 N/A
900 MHz | 2 N/A 19 N/A
900 MHz | 3 N/A 24 N/A

- 540 | ..,
1.8 GHz n 4n 1) 6+ 3(n-1)

. 15+4( i
7 . - 3(n-
2.0 GHz 1n 4n n-1) 6+ 3(n-1)
5.2 GHz 1 N/A 16 N/A

I1l. SCENARIOS

In common HSDPA testing models, 3GPP Rel 5 has 5
(five) set Fixed Reference Channel (FRC) defining HS-
DSCH configuration. FRC H-Set 1, 2, 3, and 6 apply 2
(two) modulation configurations: QPSK and 16-QAM,
but FRC H-Set 4 and 5 only apply QPSK.

Simulation was improved from [5]. Our scenarios
simulated Fixed Reference Channel (FRC) H-Set 1 to 6.
The HSDPA performance is determined by its troughput
value. Troughput is a sum of receiving data (kilobit)
devided by time testing (second). It serves efective data
rate for fixed channel. The throughput is indicated by
reported-ACK and NACK showing either success or
failure transmission.

IV. RESULTS

Figure 1 shows graphic of troughput vs Es/No on
AWGN channel. We obtained Es/No as the function of
indoor propagation loss. Graphic showed that when
Es/No raised, troughput shall increased. We evaluated
that throughput also depends on ACK, numbers of bit
information, and testing time. Testing time is determined
by inter-TTI interval value and the number of sending
HARQ. Our experiment used constant inter-TTI interval
value. Maximum of HARQ sending in the this
simulation is 4. By increasing HARQ, the throughput
would be smaller.



We evaluated results depicted in Figure 2 that numbers
of itteration is affecting BER value. The more numbers
of itteration in turbo decoding, its performance would
increase. Consequently, error of sending block can be
minimized and number of sending HARQ would also
being reduced. As a result troughput value would
increase. It results graph showed in Figure 3.

Throughput vs Es/No
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Figure 1. Troughput vs Es/No on AWGN channel
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Figure 2. Graphic BER vs Eb/No(H-Set 1 QPSK
AWGN) on numbers of iteration
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Figure 3. Graphic Throughput vs Number of Iterations

We tested 4 (four) turbo decode algorithms in H-set 1
(QPSK). Figure 4 showed results that Max-log-MAP
algorithm is the simplest one because it gives the
smallest time delay. However, this algorithm delivers the
worst BER value. BER performance of constant-log-
MAP algorithm appeared to be in between max-log-MAP
and log-MAP. It is faster than linear-log-MAP algorithm
but more influenced by Rayleigh fading than linear-log-
MAP algorithm.

The linear-log-MAP offer performance and complexity
between log-MAP and constant-log-MAP. BER
performance of this algorithm almost achieved BER
performance of log-MAP. As a result, log-MAP is the
most complex algorithm but gives the best BER
performance than the other.
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Figure 4. Graphic BER vs Eb/No (H-Set 1 QPSK)

Because of trade off between performance and time
delay, turbo code choose types of decoding algorithm
based on SNR (Signal to Noise Ratio) value. For
example, linear-log-MAP algorithm is used in lower
SNR, while max-log-MAP in higher one.

We simulated 5 (five) floors indoor office building
model. The transmission power will decrease on every
penetrated floors. Minimal pathloss was 49 dB whereas
maximum pathloss is 99 dB. This pathloss is smaller than
models on radio outdoor propagation [6]. Consequently,
average throughput level of indoor would be larger than
outdoor. From the value of pathloss, we may estimate
power needed for indoor HSDPA system. In addition,
placement of transmitter antenna in the floors is
important to reduce pathloss.  Figure 5 showed
relationship between pathloss and throughput in varied
iterations numbers. It can be observed that turbo code by
more itterations (12 in our maximum simulation) gives
the best performance.



Throughput vs Pathloss
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Figure 5. Graphic of Troughput vs Pathloss

V. CONCLUSIONS

We have evaluated HSDPA performance in indoor
propagation models. The turbo code parameters that
influenced to throughput are the number turbo code
itteration and types of turbo decoding algorithm. The
more numbers of itteration, BER value will be smaller
and HARQ transmission becomes fewer. It gives
consequence that throughput is increased. The turbo
decoding log-MAP algorithm has the best performance
among others, but it double time delay.

REFERENCES

[1] Yusuf Setiawan, Study of HSDPA implementation in
Operator X , Master Thesis, Management of
Telecommunications, Depok, 2006.

[2] ITU-R, Propagation data and prediction methods for
the planning of indoor radio communication systens and
the radio local area networks in the frequency range 900
MHz to 100 GHz, ITU-R Recommendations, Geneva,
2001. Accessed in 10th June 2007 from
wwwe.cict.inatel.br/nova2/

[3] A.Burr, Turbo-codes: the ultimate error control
codes?, Jurnal Electronics &  Communication
Engineering, August 2001.

[4] M. C. Valenti dan J. Sun, The UMTS Turbo Code and
an Efficient Decoder Implementation Suitable for
Software-Defined Radios, International Journal of
Wireless Information Networks (8)4 2001.

[5] Matthew C. Valenti, Iterative Solutions Coded
Modulation Library, West Virginia University. Accessed
in 6 March2007 from http://www.csee.wvu.edu/

[6] QUALCOMM, HSDPA for Improved Downlink Data
Transfer, Accessed in 12 July 2006, from
www.umtschips.com



ISSN: 1411-1284

Performance Analysis of Spiht Compressed Image
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Abstract—This paper describes a simulation of the (Multimedia Messaging Service) and other
image transmission system with diversity selection applications (2). It indicates that the use of imag
combining method on radio frequency. The SPIHT transmission system wirelessly is more desire and
algorithm is used for image compression keeps growing.
transmission on wireless channel. Diversity
selection combining methods is used to combat In 1996, A Said and W A Pearlman purposed an
errors during image transmission on wireless compressed image technique wavelet based published
channels. The use of Reed Solomon channelin journal A New, Fast, and Efficient Image Codec
coding is to recover errors from transsmitted Based on Set Partitioning In Hierarchical Tre€l).
image. The result shown that diversity selection That technique called SPIHT that has fast algorithm
combining method can be improved significantly and it is not so difficult. In 2004, Hafeth Houratid
the performance of image transmission a research about techniques in overcoming the
phenomena of fading and noise on wireless channel
Keywords— Diversity Selection Combining, SPIHTpublised in journal An Overview of Diversity

Reed-Solomon, Radio Frequency, Imag&echniques in Wireless Communication Systéshs
Transmission. He purposed diversity techniques as one of thetaay
overcome fading and noise in wireless communication
systems..
I. INTRODUCTION

The research proposed here referred to
n transmission over wireless channel, there a@mpression technique (1). For selection combining
Ocases that can cause the degrade quality t#chniques referred to method proposed (6), but
information: noise channel model used in this research is fading
and fading(5). The disturbance can cause the wirongdistribution rayleigh and noise which has normal
receiving information on receiver. The occurrenée adistribution gaussian (9).
disturbances is random and unpredictable. It n@eds
technique to improve the quality of signal on rgeei  In this paper, image information with size 8 bppswa
compressed with rate 0.6 bpp. SPIHT algorithm were
Beside that, the transmission over wirelesssed to get the image transmission system to
channel has limitation bandwidth, while image tendsmaximize the use of bandwidth and diversity sedecti
to have big capacity. It can cause the ineffectise combining technique were used to improve image
of bandwidth (8). To overcome the problem, it neads quality on receiver and Reed Solomon channel coding
technique to reduce number of data in image witho@§81.15) were used to protect data during transonissi
loosing the important data that appropriate witlprocess. So the title of this research is “Perforcea
human visual characteristic. Analysis Of SPIHT Compressed Image Transmission
With Diversity Selection Combining On Radio
Technology in telecommunication is growingFrequency”
rapidly specially on wireless communication (11). |
supported by the growing of portable communication Several methods for image transmission over
technology that make it possible to exchange theireless channels had been done such as Liane C
multimedia information (data, voice image and videoRamac and Pramod K Varshney propostdVavelet
where it becomes more popular and more desirBomain Diversity Method for Transmission of Images
Among the multimedia information, the use of imagever Wireless Channéls that used diversity
become one of the important features and has betthniques on domain wavelet to get the good
widely use in various applications such as interneteconstruction image. In this image transmissiso- t
medical image, distance security camera, MMState Gilbert-Elliott channel (3),(4) was used. P G
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Sherwood and K Zeger in their journdtrror

Protection for Progressive Images Transmission over d M o 6

Memoryless and Fading Channeld) (used data PM(V)‘d_yPM(V)‘T(l_e R ©®)
protection technique during transmission, and also

Nikolaos Thomos, Nikolaos V Boulgouris, and —n

Michael G Strinzis in their journaWireless Image .SO’ the average SNRy( is formulated as follows
Transmission Using Turbo Codes and Optimai[lz]
Unequal Error Protection(10) usedTurbo Codedo

protect image during transmission y= Tpr (y)dy = rT Mx(1-e*)MLe*dx .....(7)
0 0

Il. BASIC THEORY
where x is the comparison betweeandT .
On this diversity selection technique, receiver
chose the best signal that had biggest SNR. [G]he above equation is used to evaluate the increfase
Diagram block from this method is shown on figure 1the average SNR given by selection diversity.
there is M diversity branch for signal that gettoin Diversity selaction techniques offers the improvame
chosen circuit, and y is the chosen of strongegtadi on link margin without needing the added power on
and the output of this circuit. On fading chanwégth  transmiter. This methods is easy to be implemented,
M branch of Rayleigh channel on the receiver anfut it did not result the optimum result sinceid dot
assumed on every branch has the same average valge all possible branches.
of SNR, it formulated as follows: [21]

_ > » G: -
SNR=F:%0'2 ............................ @ —
0 , o
> G Decision
B Circuit =P

where g is mean from the random variabel in this ,
case the random variable is the envelope from éadin ™ o _
Rayleigh. If each brances has instant SNRthe ...z et

power of spectral density (PDF) fromis :[12]

. Figure 1. Selection Diversity Combining[12]

o)=Let

PUi)==—= . L.
r The generator envelope signal fading is the prooéss

. gaussian complex that has independent real pat wit

where I' is average SNR from every brancheSimaginer part. On mobile radio channel, the

Probability that a branch has SNR less than theeval gistripution of Rayleigh is used to describahe

of thresholdy is:[12] statistic of different time from the recieved erops
] for a signalflat fading. Fast fading iRRayleighfading
since this fading is distributed following the
i distribution of the Rayleigh. The method used to

/:-\
w
~

_ [ _ [ 1 1"
Pl <7l (I,p(y‘ )i = !JTe d7, generate fading is illustrated as follows: [12]

Probability that every branches recieved simultanou
signal less than SNR threshpds :[12] Sumber

Noise 2
-y Gaussian .

P [y <7]= (1T )M = P (7) |

............ (4) envelope
\/7 —

Pu(y) is probability for all branches that fail to ghe

value of SNR =y. If the only branch reached SNR > Sumber
v, the probability become :[12] e |-IF
2 Q
Pli>y=1-Py() =1-(1-el ™ (5)

Figure 2. fading Rayleigh Genera{d:2]

From the above equation, for the probability of SNRs;m 1ation model for the simulation system is:
more than thresholdr when selection diversity is

used. To indentify average of signal to noiséorat
from received signal when using diversity, it dee
pdf from signal fading. For selection diversityeth
average SNR is gained from the firs().[12]

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICTL2 2/4



ISSN: 1411-1284

Without Diversity Diversity selection combining

Fiter R x
p— _»@_’ (‘:]"':;L:“:fr:died’ SNR 14 dB N SNR 14 dB

ik
Dump) Zy

- output
() Comblﬂz,—y Decision [—»

Filter Rx

kanal #2 (Matched Filter
Integrated and

r
L Dump) Zy

Figure 3. sytem model wittiversity combininf2]. e e i
o o BER =0.0153 BER =0.01B%R =0.0092
Decision Circuit o | PSNR= 21.2786 dB PSNR = 24p5NI8 dB34.7698 dB
On decision circuit, there was docodin
process that use to detect bit on the recievers Thijgyre 4. Comparison result of image reconstruction

process is done by applying a rule. The rule giles petween using diversity and without diversity for
optimum performance, so it could reduce the errogNR 14 dB

[12]
b- _ 1. if Alk O (8) Image Transmission with Diversity Selection Combining method
- . . 0.021 T T T T I I I T T
O, if Ak<O0 : —— Diversity Selection Combining L
Where . 002 bt e H —e— Whl‘tout Dnrlerswty .
b’ = detected Bit on reciver oofak
A’y = output from combining circuit
0.018
Ill. EXPERIMENTAL RESULTS _ oo
The Result of Compressed Image Transmissic = 0018
SPIHT 0015

Table 1. Compressed Image Transmission over fadir 0014
channel + Noise with rate 0.8 bpp

0.013
SNR | BER | PSNR Diversity PSNR without ool i & i i i q |
(dB) (dB) Diversity (dB) 14 16 18 20 22 pSN%:f(dB) 26 25 30 32 34
10 0.0204 14.7464 14.6946 Eigure 5. Comparison graph of performance betwsargu
12 0.0175 19.5597 19.3743 diversity and without diversity system. On
14 | 0.0153 24.5918 21.2786 compressed image transmission with rate 0.8 bpp
16 0.014 26.2011 24.6029 for channel fading + noise
18 | 0.0134 30.2538 27.166
20 | 0.0126 33.7379 32.09 IV. CONCLUSIONS

Table 1 and figure 4 and 5 represent the comparison The used of diversity combing for compressed

of performance between using diversity and withoufmage improved the performance of system when it
diversity over compressed image transmission SPIHgompared to compressed image without using

with rate 0.8 bpp for fading channel distributiondiversity. The tests of this pattern were done with

rayleigh and noise distribution normal Gaussiar. Feompressed ratio 0.8 bpp. Compressed ratios were
SNR 10 dB the value of BER 0.0204. For system thd@sted on the condition of channel fading and noise

uses diversity, the value of PSNR is 14.7464 dBavhi The simulation result showed that the used of

the value PSNR without using diversity is 14.694@liversity ~combining on compressed image

dB. The improvement of performance diversityiransmission system were getting improve 1.6479 dB
system is about 0.0518 dB if it compares to systethen it compared to compressed image without
without diversity. The improvement continues up téliversity.

SNR 20 dB, for BER value 0.0126. The subjective

result for SNR 14 dB on rate 0.8 bpp for the candit

of fading and noise are given in figure 2. REFERENCES
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Abstract - In internet protocol television (IPTV)
system, during video signal transmission process,
the different quality of the received signal
compared to the source signal could be appeared
as the quality impairments of signal video. The
purpose of this research is to make a simulation
and analysis of end-to-end video transmission over
simplified IPTV network. The transmission
process over |IP network is simulated using one
characteristic of IP network and has the direct
impact to the video quality, such as packet loss,
and ignorence some parameters. The simulation is
developed using Simulink model in Matlab 7.0.4.
and the quality assessment is proposed using
moving picture quality metric (MPQM) method.
Based on the determination of the video quality
scoring, the requierment condition of the video

transmission for the IPTV systen can be
deter mined.

Keywords - IPTV, Video Transmission, Video
Quality, MPQM

l. INTRODUCTION

By compounding computer network and television
protocol

broadcasting technology, the internet
television (IPTV) is released as a new servicehim t
television industries. IPTV uses network technasgi

based on internet protocol where audio and video

stream is converted to IP packets and transmitted o

IP network. Various services such as email,

searching, online game, teleconference, video cal

video on demand (VoD), personal video recording

(PVR) , etc could be applied in the IPTV system [1]

Here, the quality of video received by end user i

once important parameter that direcly correlated to

Quality of Services (QoS) of IPTV.

S

encoding and proposed at the receiver site. Al tha
process can cause the quality impairment of the
received video signal. The impairment has to be
assessed and to be known in order to make it a sma
as possible. Beside that, we need to know the sifore
the received video signal quality to determine the
minimum limit where the QoS is still assured.

One of the video signal quality measurement
methods is moving picture quality metric (MPQM).
MPQM is a measurement method based on single-
end mode. It is mean that the quality measurengent i
proposed based on some parameters of the received
signal video without using the reference video [2].
This method can be applied on user terminal, ee. s
top box (STB). Using this method, the quality score
of the received signal video can be assessed to
evaluate the quality of signal video and to make
decisin model to improved the quality of signaledd

In this paper, the transmission process of IPTV is
simulated using an IP network characteristic that
directly impact to the signal video quality, such a
packet loss. Meanwhile other parameters are ignored
and IP network can be pretended as the black box
process. Some parameters of the received signal
video are measured in order to get video qualityesc
using MPQM method.

II. SYSTEM MODEL

The video transmission process is proposed in
simplified IPTV network for end-to-end video
streaming  transmission, from video source

transmission to the destination using one charasel,
shown in Fig. 1.

The 3 (three) main process for the videoA. Video Source Block

transmission is encoding, transmission and degodin

In the simulation process, the function of video

The encoding process is proposed at the transmitt@oyrce block is to determine the video input. This
site and is used to compress the video size and tQock supports all video format with type Windows

arrange the video format; so that it can be optynal
transmitted over IP network. In

Media Files, i.e. *wmf, *.asf, *.wma, *.avi, etc.

the video v/igeo used in the simulation is a color video, lsatt

transmission process, jitter, delay, packef[ losd anijt can be divided into three planes, red (R), gré@n
other processes can be appeared and disturbed thgq plue (B). R, G and B are a matrix model that

transmission. The decoding is a reverse process of

Proceeding 18 Int'l QIR 4-6 Dec 2007
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Video source block is also used to determine the
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dimension of R, G and B matrix that is used insystem is to be assembled to become the output

simulation. The dimension of the matrix must tdfibe  matrix.
with the resolution of video input. Loss and
Noise

B. Encoder Block
The function of the encoder block is to execute
encoding process of video input. The input of thi
block is the output of video source block. The @itrc | Video Video
of encoder and decoder block in this simulation i Encoder Decoder :
, : Source Receive
based on Matlab Demos with some adjustments.
The first process in encoder block is data
collection from video source block. The data isQR,
B matrix that is COHeCted. using outport and '“p‘?rt Figure 1. Blok diagram of IPTV video transmissgmulation
block. The next process is color space conversion.
This process converts R, G, and B matrix to the Y,  The input of the block processing is sub matrix
Cb, and Cr matrix. The purpose of this proces® s textracted from original chroma matrix and chroma
make chroma sub sampling process possible sinc@atrix at the delay and the padding block. Contolle
this process uses color information from YCbCr colo Signa| is used to control motion Compensation
space. Y is a matrix that represents luma (briggsne encoder. The output of the sub matrix from motion
from a picture. Luma is a brightness level of &  compensation encoder is to be switched using
that has no correlation with its color. Cb and @ a controller signal. If the controller signal indicas
matrix that represent chrominance component of §ositive, the sub matrix from motion compensation
picture. Chrominance is a color composition in aencoder is to be passed. Both of them is to beteent
color signal. Usually luma component or brightnessthe transform coder in order to get the outpusidi
(Y) is paired with chroma components (Cb and Cr)matrix and bit value. The bit value is achievechiro
[8]. each sub matrix and then to summed. All of the
The down sampling process is achieved at chromgytput sub matrixes from whole processes in block
sub sampling process. This process will reduce thgrocessing is to be assembled to become output
resolution of picture in digital format by reducing matrix, as the output of the encoder.
frequency of the sampling rate. During the down
sampling process, antialiasing filter is usuallgdin
order to prevent aliasing process. The aliasing is C- Channel Block
fault of frequency during the sampling process at In the channel block, the data of the output
lower sampling rate. Only chroma components (Chchroma matrix from encoder block is to be collected
and Cr) is used in the process, because humansyesThis data is needed to simulate packet loss. This
more sensitive to the brightness than colormatrix will receive some disturbances during ip tr
components [8]. the channel. In order to make it easier to be
For the next process, the data type needs to bgrocessed, the chroma matrix form is to be changed
matched with the process. Thus, the data typeef thto the column vector with same amount of elements.
output of the chroma sub sampling process will beThis column vector then multiplied with constant
changed to the data type needed. This process ®tween zero to one to make it smaller and is tsed
called data type conversion. And then, the outpuminus the previous column vector. The new column
matrixes will be sent to the two channels, oneeists vector is changed back as a new column vector of
to the output matrixes directly to the block chroma matrix. This new chroma matrix is to be an
processing, and the other one is sent the outpuutput of the channel block.
matrixes to the block processing after their underg
delay and padding process. In the delay and paddin
process, the input matrix will be delayed and pddde B. DecoderBlock
Padd|ng iS the process to expand the matrix Decoder blOCk iS used to decode the input Video
dimension using special technique. Both Y'CbCrso that the video could be displayed in the remeiv
delayed and padded matrix and the raw one is to baite. Actually, the processes in the decoding have
input of the block processing, where both of them i Similarity with the processes in the encoding, ibut
to be compared. the reverse sequence. Input of the decoder block is
The block processing extracts sub matrix fromchroma matrix (Y’, Cb and Cr) from the channel
input matrix. Each sub matrix is to be send toshie block. The decoder block uses MV from encoder and
system. We can construct the circuit in the sutcontroller signal as its input. All inputs is to be
system, and the process is to be done base on thafiocessed in block processing.
circuit. Each output of the sub matrix from the sub After being processed in block processing, the
chrominance matrix (Cb and Cr) is to be sampled.
This process is called as the chroma sub sampfidg a
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is used to increase the pixel resolution of the*.avi format. The output of the multimedia file lslo
chrominance matrix. The last process is colour spacis RGB matrixes. These matrixes are sent to the
conversion that converts Y'CbCr colour space to theselector block.

RGB colour space, so that it can be RGB video and

could be displayed at the receiver site. i T

E. Receiver Block ot i i

Channel

The receiver block represents the consumer site. T
This block receives RGB signal from the decoder
block. The RGB signal is converted to the video and
is displayed in order to be compared with the video :
source. This block is also used to save the video f B—»ib
to the hard drive for further analyze of its partene Video Source

R

]

I
141

B

Dacoder Receiver

Encoder

The video parameters are used to assess the vide
el o
quality using MPQM method. |
compression ratin
F. Assessment Procedure Figure 2. Complete circuit of the simulink usedtie simulation.

The video quality assessment has some procedures as

following explanation. The first step, the bit rage  B. Video Source Block

checked for both video source and received videoln the video source block, the video input is ageth
Then these bit rates is used as the parametertto geoth its format and dimension. The video source
packet loss rate (PLR) value that is needed in theircuit consists of the multimedia file block, the
video quality assessment using MPQM method. Theselector block and the out port block. From the
formula to find PLR value using bit rate is as dols multimedia file block, the video frame from

[11]: multimedia file is read and is sent to the simulink
PLR_original.bitrate— received bitrate)iooo/ (1) model. The video used in the simulation is in the
B original bitrate 0 *.avi format. The output of the multimedia file lolo

is the RGB matrixes. These matrixes are sentdo th
In order to assess quality value with MPQM selector block. The function of the selector blecko

method, we need to define the quality scale of theselect or determine which element of that inputidou
codec used and the value of parameter of caliratiobe passed to the next block. The choosing of the
(R). In this simulation, the codec used has qualityelements are based on the index value of the column
scale (Qe) 4 (in the range 3 — 5) since encodingind row of the matrix. The index value must be
process is proposed only for a simple simulatidre T matched with the video input resolution. The outtpo
parameter of calibration is assumed to be equal Block is a link from a system or sub system to the
since the video bit rate is low and the complerity outside system or sub system. The video sourae is t

the video is also low. Finally, all those parame®@®e  pe displayed using the video viewer block.
used in the assessment process using equation (1).
C. Encoder Block

The input video is encoded by encoder block. The
1l SIMULATION AND QUALITY ASSESSMENT encoder circuits consist of Inport block, Color &pa

Here, the simulink circuit used in the simulation Conversion block, Chroma Resampling block, Data
process for each block is explained, started froen t Type Conversion block, Delay and Pad block, From
video source block, the encoder block, the channdblock, Block Processing, dan Outport block.
block, the decoder block and the receiver blockiAn ~ The color space conversion block is used to
then, the result of simulations and assessment igonvert color information from RGB color space to
analyzed. The simulink circuit of the simulation is the YCbCr color space or vice versa. At the encoder
ilustrated in Figure 2. block, the chroma sub sampling process is used to
reduce the bandwidth needed for signal transmission
. process and to decrease the resolution of therpictu
A. Video Source Block or voice in digital format by reducing the frequgnc

In the video source block, the video input isof the sampling rate. In the chroma sub sampling
arranged both its format and dimension. In the f&igu process, only chroma components are used since
3 the simulink of the circuit in the video sourdedk  human eyes are more sensitive to the brightness
is shown. The circuit consists of the multimedia fi (lJuma) than color component (chroma). Down
block, the selector block and the out port blogkanf  sampling format used in the simulation is 4:4:4rte
the multimedia file block, the video frame from 4:4:0 (MPEG2). YCbCr is compounded by format of
multimedia file is read and is sent to the simulink4:n:n. Number 4 represent a sampling rate of 13.5
model. The video used in the simulation is in theMHz which is standard frequency (ITU-R BT.601)
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for NTSC, PAL and SECAM. The next two digits Data Type Conversion is used to convert data type o
represent the rate of component Cb and Cr. the input to the other kinds of data type.

The data type conversion is used to convert the In the Chroma Resampling block, upsampling
data type of the input signal. The Delay block process is proposed to change the format from@: 2
proposed the delay to the discrete-time input iggus (MPEG2) format to the 4: 4: 4. This process is a
some sample or frame that depends on the delayverse process of downsampling process in the
parameter. The value of delay parameter must bencoder block. The Color Space Conversion block is
integer and bigger than zero (zero value has nased to convert Y'CbCr color space to the RGB color
effect). The function of Pad block is to expand thespace so that they can be displayed at the receiver
dimension of the matrix by adding its row or column site.

D. Channel Block F. Receiver Block

This block simulates the channel in the IP The Receiver block simulates the consumer siteen t
network, where there are disturbances happen to tH®TV system. In this block, the output of the desmrcd
packet data. One of the disturbances is the packdtiock in the form of RGB signal is to be displayed
loss. The simulink circuit of the channel block is and then be assessed. The receiver block uses Vide
illustrated in Figure 3. The reshape block in thisViewer block to display the RGB signal input to the
circuit is used to convert the input matrix to theform of video, and To Multimedia File block to save
column vector. In addition, this circuit is alscedsto  received video file to the hard drive.
multiply the components of the vector with constant
And sum block is used for subtraction process. rAfte .
subtraction process, the column vector is converte&s - Quality Assessment

again to the matrix form and then, is sent to the Video used in the simulation is a simple video
decoder block. with minimum complexity, short duration, and small

dimension. The purpose is to suit the performarice o

i e oo ;%e simulation system. If we use complex video with
v Reshape eshape! ng duration and big resolution, the frame rat¢hef
video simulation could be smaller. In this assesgme
only one video used and focused in the simulation
ain rocess. The assessment process is proposed to know
@ ] e o] '%% example of the process of video quality
b Reshapez Reshaped . . . i
assessment to the received video in the video
transmission process.
i The video specifications are shown in the Table 1.
@ » ] ». v +»Ehe specification of video used is collected using
" Rshaps Rshaps5 fleeware Gspot Codec Information v2.60 RCO1
which is one tool in the Cole2k Media — Codec Pack.
- Table 2. The specification of video used in thewdation
Figure 3. Simulink circuit in the channel block Parameter Hotd .avi
E. Decoder Block Size 1284'\3?8
The decoder block receives the input signal from 17.347.072 byte
the channel block that are Y, Cb and Cr matrixe$ pyration 10 second
whose elements have changed as losses effect in the
channel. The decoder block also receives MV index Frame 300 frames
value from encoder block and controller signahfro ["gitrate 13.824 kbps
Goto and From block.
There are some subsystem block in the decoderPicture/s 30 pics/ s
block such as Block Processing block, Delay and Pad
block, Data Type Conversion block, Chromal Framefs 30Tps
Resampling block, and Color Space Conversion Dimension (Resolution) 160 x 120

block. The Block Processing block is used for
repetition process to each sub matrix which is
extracted from the input matrix. The Delay and Pad].h
block is used to generate the delay and padditigeto
matrix or sub matrix input. Padding is a procest th
is used to increase the dimension of the matrixe Th

Figure 4 ilustrates the process of video simulation
e video used in the simulation is in the *.avi
format. Two displays of video are shown, the
transmitted video at the left side and the received
video at the right side. We can see that the dyspla

transmitted video is brighter than the received.one
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This mean the quality of received video is lowarth used. In the future works, some parameters based on
the quality of transmitted video and as longthe video complexity and high coded performance to
transmission process, the quality degradations arasses the quality of the system is to proposed.
appeared

IV. CONCLUSION

Based on simulation results and IPTV video
quality analysis using MPQM method, could be
concluded:

A. The performance of the simulation circuit is
still not sufficient enough to simulate video
with high complexity since video will be
displayed with high delay (small frame rate).

B. To simulate video with specified resolution
or dimension, some adjustments of the

. dimension of RGB input matrix in the video
E source block is needed. Beside that some
parameters value need to be changed if the
video dimension is changed.
C. From the simulation, the quality value
assessment using MPQM method is 3.18 and
is still in recommendation value.

Figure 4. Simulation process to the video hotel.av

From the simulation, the specification of received
video is compared to the specification of transsditt
video, as shown in Table 2.
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Abstract—In recent years, the security issues on exploit characteristics of MANET to launch various
MANET have become one of the primary kinds of attacks.
concerns. The MANET is more vulnerable to Node mobility on MANET cannot be restricted.
attacks than wired network. These vulnerabilities As results, many IDS solutions have been proposed
are nature of the MANET structure that cannot be  for wired network, which they are defined on stgite
removed. As a result, attacks with malicious intent points such as switches, gateways, and routers, can
have been and will be devised to exploit these not be implemented on the MANEThus, the wired
vulnerabilities and to cripple the MANET network IDS characteristics must be modified ptimr
operation. Attack prevention measures, such as be implemented in the MANET
authentication and encryption, can be used as the The rest of this paper will be structured as fobow
first line of defense to reduce the possibilitiesfo Section Il describes background of IDS. Intrusion
attacks. However, these techniques have adetection on MANET is presented on section Ill. In
limitation to the effects of prevention techniquesn  section IV, we give researches achievement summary
general and they are designed for a set of known based on the section lll. Finally, the conclusians!
attacks. They are unlikely to prevent newer attacks future research are shown in section V.
that are designed to circumvent the existing
security measures. For this reason, there is a need Il. IDS BACKGROUND
of second mechanism to detect and response these An intrusion-detection system (IDS) can be
newer attacks, i.e. ‘“intrusion detection”. This defined as the tools, methods, and resources f hel
paper aims to explore and classify current identify, assess, and report unauthorized or
techniques of Intrusion Detection System (IDS) unapproved network activity. Intrusion detection is
aware MANET. Moreover, attacks, IDS typically one part of an overall protection systtrat
architectures, and researches achievement onis installed around a system or device—it is not a
MANET are discussed inclusively. Comparison on stand-alone protection measure.
several researches achievement is also presented Intrusion detection has a bit more history behind
using various parameters. On last section, we it. Endorf [5] stated that the intrusion detectiwas
provide conclusions and future research. introduced as a formal research when James Anderson
wrote a technical report [6] for the U.S. Air Force
Keywords— Intrusion Detection System (IDS)Thus, it has been followed by Denning [7], Heberlei

MANET, Literature review. [8], and many researchers until todays.
Depending on the detection techniques used, IDS
I. INTRODUCTION can be classified into three main categories [9] as

In MANET, a set of interacting nodes shouldfollows: 1) signature or misuse based IDS), 2)
cooperatively implement routing functions to enabl@anomaly based IDS, 3) specification based IDS,
end-to-end communication along dynamic pathshich it is a hybrid both of the signature and the
composed by multi-hop wireless links. Several multianomaly based IDSThe signature-based ID8ses
hop routing protocols have been proposed fgore-known attack scenarios (or signatures) and
MANET, and most popular ones include: DSR [1]compare them with incoming packets traffic. There
OLSR [2], DSDV [3] and AODV [4]. A majority of are several approaches in the misuse detectiomhwhi
these protocols relies on the assumption of they differ in representation and matching algonith
trustworthy cooperation among all participatingemployed to detect the intrusion patterns. The
devices; unfortunately, this may not be a realistidetection approaches, such as expert system [10],
assumption in real systems. Malicious nodes coulghttern recognition [11], colored petrets[12], and
state transition analysis [13] are grouped on the
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misuse. Meanwhilethe anomaly-based ID&tempts introduce wireless channel contention and network

to detect activities that differ from the normalcontention in the MANET [[39],[40]]. In additionhé&

expected system behavior. This detection has deverauting table overflow attack where an attacker

techniques, i.e.: statistics [14], neural netwdiks], attempts to create routes to non-existent nodestend

and other techniques such as immunology [16], datkeep deprivation attack, where an attacker trees t

mining [[18], [19]], and Chi-square test utilizatio consume the batteries of a node, are two othestgpe

[17]. Moreover, a good taxonomy of wired IDSes washe DoS attacks [41].

presented by Debar [20The specification-base®S There are also more sophisticated routing attacks.

monitors current behavior of systems according t€@ompared to the simple attacks described above,

specifications that describe desired functionalily these sophisticated attacks are much harder tatdete

security-critical entities [48]. A mismatch betweenand to prevent, i.e..wormhole attacks (two

current behavior and the specifications will becompromised nodes create a tunnel that is linked

reported as an attack. through a private connection and thus they by-ffzess
network [[31],[32]]), rushing attackg33] and sybil

[ll. MANET INTRUSION DETECTION attacks[34].
There are three focuses in this section: attacks,

IDS architectures grouping, and researches [ll.B. IDS ARCHITECTURES

achievement. The “researches achievement review” Based on the network infrastructures, the MANET

uses several parameters such as the IDS archésctucan be configured to either flat or multi-layer.€Th

the detection techniques (see section Il), thest@ste optimal IDS architecture for the MANET may depend

to several attacks type, and the routing proto(s#e on the network infrastructure itself. There arerfou

section ). mainarchitectures on the network [43] , as follows: 1)
Standalone IDS, 2) Distributed and Collaborative

IILA. ATTACKS IDS, 3) Hierarchical IDS, and 4) Mobile Agent for

The MANET is susceptible to passive and activéntrusion Detection Systems.
attacks [21]. The Passive attacks typically involve In the standalone architecturéhe IDS runs on
only eavesdropping of data, whereas the activelkstta each node to determine intrusions independently.
involve actions performed by adversaries such &akhere is no cooperation and no data exchanged among
replication, modification and deletion of exchangedhe IDSes on the network. This architecture is also
data. In particular, attacks in MANET can causenore suitable for flat network infrastructure thfzm
congestion, propagate incorrect routing informatiormulti-layered network infrastructure
prevent services from working properly or shutdown The distributed and collaborative architectunas
them completely [[22],[25],[26].[23].[24].[27]]- a rule that every node in the MANET must partiogpat

Nodes that perform the active attacks arén intrusion detection and response by having as ID
considered to be malicious, and referred to amgent running on them. The IDS agent is responsible
compromisedwhile nodes that just drop the packetdor detecting and collecting local events and data
they receive with the aim of saving battery lifee ar identify possible intrusions, as well as initiatirsg
considered to beselfish [[28],[26]]. A selfish node response independently.
affects the normal operation of the network by not The hierarchical architectureis an extended
participating in the routing protocols or by notversion of the distributed and collaborative IDS
forwarding packets. architecture. This architecture proposes using imult

In addition, a compromised node may ube layered network infrastructures where the netwerk i
routing protocol to advertise itself as having thedivided into clusters. The architecture has cluster
shortest path to the node whose packets it wants eads, in some sense, act as control points which a
intercept as in the so callddack holeattack [29], similar to switches, routers, or gate ways in wired
[30]. networks.

Spoofingis a special case of integrity attacks The mobile agent for IDS architectusses mobile
whereby a compromised node impersonates agents to perform specific task on a nodes behalf t
legitimate one due to the lack of authenticatiothi@ owner of the agents. This architecture allows the
current ad hoc routing protocols [[35],[36]]. Theaiim distribution of the intrusion detection tasks. Thare
result of the spoofing attack is the misrepresémiat several advantages using mobile agents [22], [44#] ,
of the network topology that may cause network oopintrusion detection.
or partitioning. Lack of integrity and authentiaatiin

routing protocols creates fabrication attacks 1Il.C. RESEARCHES ACHIEVEMENT
[[37],[4].[38]] that result in erroneous and bogus Many researchers have proposed several IDS
routing messages. especially for the MANET, some of them will be

Denial of service (DoS another type of attack, reviewed in the following paragraph.
where the attacker injects a large amount of junk since the nature of MANET node is distributed
packets into the network. These packets overspenchad requires cooperation to other nodéfzang, Lee,
significant  portion of network resources, andand Huang [30], [24] proposed “intrusion detection
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(ID) and response system” should follow both the
natures. In this proposed architecture model, each
node is responsible for detecting signs of intnusio
locally and independently, but neighboring nodes ca
collaboratively investigate in a broader range.
Individual IDS agents are placed on each and evesy
node. Each the IDS agent runs independently and
monitors local activities (user and systems aadtisijt
and communication activities within the radio range
The agent detects intrusion from local traces and
initiates response. If anomaly is detected in teall

ISSN: 1411-1284

Action agent: Every node also hosts this action
agent. The action agent can initiate a response,
such as terminating the process or blocking the
node from the network, if it meets intrusion
activities where it lives.

Decision agent: The decision agent is run only on
certain nodes, mostly at the nodes that run
network monitoring agents. If the local detection
agent cannot make a decision on its own due to
insufficient evidence of an intrusion, it will refto

to this decision agent in order to investigate

data, or if the evidence is inconclusive and a teoa
search is warranted, neighboring IDS agents will
cooperatively participate in global intrusion déi@e  static hierarchy is not suitable for such dynamic
actions. These individual IDS agents collectivelsni  network topology.
the IDS system to defend the wireless ad-hoc Sterne et al. [46] proposed a dynamic intrusion
network. detection hierarchy that is potentially scalabléarge

Albers et al. [44] proposed a distributed andnetworks use clustering. This method is similarhwit
collaborative architecture of IDS bysing mobile Kachirski and Guha [45], but it can be structured i
agents A Local Intrusion Detection System (LIDS) ismore than two levels. Thus, nodes on first level ar
implemented on every node for local concern, whicbluster heads, while nodes on the second levdkafe
can be extended for global concern by cooperatingbdes In this model, every node has the task to
with other LIDS. Two types of data are exchangeehonitor, log, analyze, respond, and alert or repwort
among LIDS: security data (to obtain complementaryluster heads. The Cluster heads, in addition, must
information from collaborating nodes) and intrusionalso perform: 1) Data fusion/integration and data
alerts (to inform others of locally detected intomg. filtering, 2) Computations of intrusion, and 3)
In order to analyze the possible intrusion, datestmuSecurity Management.
be obtained from what the LIDS detects on, along B.Sun [47] proposed Zone Based IDS (ZBIDS).
with additional information from other nodes. Othenn the system, the MANET is spitted into non-
LIDS might be run on different operating systems opverlapping zones (zone A to zone ). The nodes can
use data from different activities such as systenpe categorized into two types: the intra-zone raufd
application, or network activities; therefore, thethe inter-zone node (or a gateway node). Each node
format of this raw data might be different, whichhas an IDS agent run on it. This agent is simbathe
makes it hard for LIDS to analyze. However, suchDS agent proposed by Zhang and Lee. Others
difficulties can be solved by using Simple Networkcomponents on the system are data collection module
Management Protocol (SNMP) data located imnd detection engine, local aggregation and
Management Information Base (MIBs) as an audgorrelation (LACE) and global aggregation and
data source. Such a data source not only eliminatesrrelation (GACE). The data collection and the
those difficulties, but also reduces the increase idetection engine are responsible for collectingaloc
using additional resources to collect audit datanf audit data (for instance, system call activitiesd a
SNMP agent is already run on each node. For thgstem log files) and analyzing collected datagioy
methodology of detection, Local IDS Agent can useign of intrusion respectively. The remainder, LACE
either anomaly or misuse detection. However, thgodule is responsible for combining the results of
combination of two mechanisms will offer the bettethese local detection engines and generating aferts
model. Once the local intrusion is detected, theS.1 any abnormal behavior is detected. These alerts are
initiates a response and informs the other nodélsein broadcasted to other nodes within the same zone.
network. Upon receiving an alert, the LIDS carHowever, for the GACE, its functionality depends on
protect itself against the intrusion. the type of the node. If the node is an intra-zooge,

Kachirski and Guha [45]Error! Reference it only sends the generated alerts to the inteezon
source not found.proposed a multi-sensor intrusionnodes. Thus, if the node is an inter-zone node, it
detection system based on mobile agent technologwceives alerts from other intra-zone nodes, agdesg
The system can be divided into three main modulegnd correlates those alerts with its own alerts] an
each of which represents a mobile agent with aertathen generates alarms. The intrusion response modul
functionality, i.e.: monitoring, decision-making dan is responsible for handling the alarms generateuh fr
initiating a response. the GACE
* Monitoring agent: Two functions are carried out

at this class of agent: network monitoring and

host monitoring.

deeply on the suspected node
Since nodes move arbitrarily across the network, a
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IV. SUMMARY
Table 1. Comparison researches achievement on A&NBW IDS
Addressed Attacks type Tech-
Name |Architec- |Authen- |Routing Selfish |Others | Routing -
Author(s) Specific |ture tication |(black hole, (If any) glqtue . protocol Contribution
etc) etection
Zhang |None Distributed |No Yes No No Anomaly [AODV, DSR,|IDS agent for
and Lee, and DSDV collaboration
Y. Huang collabora- detection
[30], [24] tive
P. Albers,[LIDS Distributed |No Not No No Misuse, |Not Local IDS
O. Camp and implemente anomaly |implemented|mobile agent fo|
[44] collabora- yet yet intrusion
tive detection mode
Kachirski [None HierarchicallNo No No Audit allAnomaly | Nothing Hierarchical
and Guha architecture system IDS using
[45] adhoc mobile agent
Sterne et [None HierarchicalNo Not No Audit all|Misuse, |Not Dynamic
al. [46] architecture implemente system |Anomaly |implemented|intrusion
yet adhoc yet detection
hierarchy mode|
B. Sun, |ZBIDS |Distributed [No Yes No No Anomaly | DSR Routing
K.Wu, and (Disruption protocol
and U. W collabora- attacks) protection from
Pooch tive disruption
[47]

V. CONCLUSIONS AND FUTURE RESEARCH [7] D.E. Denning, “An Intrusion-Detection Model”. IEEE
Transactions on Software Engineering, pp. 222- 231,

With the nature of mobile ad hoc networks, almdist a_ 1987 _ , ) ,
of the intrusion detection systems (IDSs) arél L Hfb?rl‘f:')n' G. d_D'aS’ fettﬁ" IéAEEnetSwork security
structured to be distributed and have a cooperative monitor’. Froceedings of the ympostum -on

. Security and Privacy, pp. 296-304, 1990
architecture (see table 1). Refer to the table dstin [9] A. Hijazi and N. Nasser. “Using Mobile Agents for

the proposed research prefers using anomaly detecti’ * |trusion Detection in Wireless Ad Hoc Networks” in
approach. An intrusion detection system aims to wireless and Optical Communications Networks
detect attacks on mobile nodes or intrusions ihto t (WOCN), 2005

networks. However, attackers may try to attack the [10]T. F. Lunt, R. Jagannathan, et al. “IDES: The Ewlean
IDS system itself. Accordingly, the study of the Prototype C a Realtime Intrusion-Detection Expert

defense to such attacks should be explored as well. ~ System”. Technical Report SRI-CSL-88-12, SRI
International, Menlo Park, CA, 1988

[11]M. Esposito, C. Mazzariello, et.al. “Evaluating feat

W . Recognition Techniques in Intrusion Detection
[1] D.B. Johnson, D.A. Maltz, et.al. “The dynamic Sarc Systems”. The 7th International Workshop on Pattern
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P P . .. [13]P.A. Porras and R. Kemmerer, “Penetration State
[3] C.E. Perkins, P. Bhagwat. *Highly dynamic destioati Transition Analysis C a Rule-Based Intrusion Detect
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computers’. S'GCAC\)Mh'\.’t' t94 C‘;”f?e”fe on  Application Conference, pp. 220-229, 1992

Aon:.munlca '(13594 renitectures, rotocols and[14]P. Porras and A. Valdes, “Live Traffic Analysis of
(4] Cplf ';?r'lfi?é' E Belding-Rover. “Ad hoc On-demand TCP/IP Gateways”. ISOC Symposium on Network and

: o 0 9 A Yer. c Distributed System Security, San Diego, CA, 1998
(DF;S;?:;‘%%G\IGZ%S(A DV)", Request For Omments[15]H. Debar, M. Becker and D. Siboni. “A Neural Networ
’ N . Component for an Intrusion Detection System”.

[5] C. Endorf, E. Schultz and J. Mellander, "Intrusion  pocohings of IEEE Symposium on Research in

Detection & Prevention”, McGraw-Hill, ISBN: Security and Privacy, Oakland, CA, pp. 240-250,2.99

0072229543, 2004. o
P . ... [16]S. Forrest, S.A. Hofmeyr, and A. Somayaji. “Compute
1 \z]a.ns' gt?r%gﬁ;ﬁcgf)m%:;n?:;lurlge-gg;?at J,\Aaﬂ?ggnnP Immunology”. Communications of the ACM, pp. 88-
| ' © 96,1997

Anderson Co., Fort Washington, PA, 1980

REFERENCES

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICTL4 4/5



ISSN: 1411-1284

[17]N. Ye, X. Li, et.al. “Probabilistic Techniques for International Symposium on Mobile Ad Hoc
Intrusion Detection Based on Computer Audit Data”.  Networking and Computing, 2001
IEEE Transactions on Systems, Man, and Cybernetici86]P. Papadimitratos, Z.J. Haas, E.G. Sirer, “Path set
pp. 266-274, 2001 selection in mobile ad hoc networks”, The Procegsli

[18]W. Lee, S.J. Stolfo, KW. Mok. “A Data Mining of the 3rd ACM International Symposium on Mobile
Framework for Building Intrusion Detection Models”. Ad Hoc Networking and Computing, pp. 1-11, 2002
IEEE Symposium on Security and Privacy (Oakland[37]B. DeCleene et al. “Secure group communications for
California), 1999 wireless networks”. IEEE Military Communications

[19]G. Florez, S.M. Bridges, and R.B. Vaughn, “An  Conference, 2001.
Improved Algorithm for Fuzzy Data Mining for [38]S. Bo, W. Kui, U.W. Pooch. “Towards adaptive
Intrusion Detection”. The North American Fuzzy intrusion detection in mobile ad hoc networks”. EEE
Information Processing Society Conference, New Global Telecommunications Conference, pp. 3551—
Orleans, LA, 2002 3555, 2004

[20]H. Debar, M. Dacier, and A.Wespi, “A Revised[39]C. Douligeris, A. Mitrokosta, “DDoS attacks and
Taxonomy for Intrusion-Detection Systems”. Annales defense mechanisms: classification and state-ef-the
des Telecommunications, pp. 361-378, 2000 art”. Computer Networks: The International Jourafl

[21]A.J. Menezes, S.A. Vanstone, P.C. Van Oorschot, Computer and Telecommunications Networking 44 (5),
“Handbook of Applied Cryptography”, CRC Press, |nc. pp. 643-666, 2004
USA, 2001 [40]C.M. Chlamtac, J.J.-N. Liu, Mobile ad hoc networkin

[22]A. Mishra, K. Nadkarni, and A. Patcha. “Intrusion imperatives and challenges, Ad Hoc Networks 1,3200
Detection in Wireless Ad Hoc Networks”. IEEE [41]H. Yang, H.Y. Luo, et.al. “Security in Mobile Ad ldo
Wireless Communications, Vol. 11, Issue 1, pp. 88-6 networks: challenges and solutions”. |IEEE Wireless

2004 Communications, pp.38-47 , 2004.
[23]L. Zhou and Z. J. Haas. “Securing ad hoc networks'[42]C. Krugel and T. Toth. “Applying mobile agent
IEEE Network Magazine , 1999 technology to intrusion detection”. In ICSE Workgho

[24]Y. Zhang, W. Lee, and Y. Huang. “Intrusion Detewtio on Software Engineering and Mobility, 2001.
Techniques for Mobile Wireless Networks”. [43]T. Anantvalee and J. Wu. “A Survey on Intrusion
ACM/Kluwer Wireless Networks Journal (ACM Detection in Mobile Ad Hoc Networks”, Book Series
WINET), Vol. 9, No. 5, 2003. Wireless Network Security, pp. 170 — 196, ISBN897

[25]E.C.H. Ngai, M.R. Lyu, R.T. Chin. “An authenticatio 0-387-28040-0, 2007
service against dishonest users in mobile ad hdd4]P. Albers, O. Camp, et al. “Security in Ad Hoc
networks, IEEE Proceedings on Aerospace Conference, Networks: a General Intrusion Detection Architeetur
vol. 2, pp. 1275-1285 2004. Enhancing Trust Based Approaches”. Proceedings of

[26]L. Blazevic et al. “Self-organization in mobile ad-  the 1st International Workshop on Wireless Inforiorat
hoc networks: the approach of terminodes, IEEE Systems (WIS-2002), pp. 1-12, April 2002

[27]W. Zhang, R. Rao, et. al. “Secure routing in ad hoc Using Multiple Sensors in Wireless Ad Hoc Netwofks.

networks and a related intrusion detection problem” Proceedings of the 36th Hawaii International
IEEE Military Communications Conference Conference on System Sciences (HICSS'03), IEEE,
(MILCOM), vol. 2, 13-16 p. 735— 740, 2003 2003 )

[28]J. Kong et al. “Adaptive security for multi-layedaoc  [46]D- Sterne, P. Balasubramanyam, et al. “A General

networks”, Special Issue of Wireless Communications ~Cooperative Intrusion — Detection Architecture — for
and Mobile Computing, John Wiley Inter Science Bres ~ MANETS". Proceedings of the 3rd IEEE International
. 2002 Workshop on Information Assurance (IWIA'05), pp.

[29]P. Kyasanur, N. Vaidya. “Detection and handling of 57-70, 2005 . o
MAC layer misbehavior in wireless networks”, [47]B. Sun, K.Wu, and U. W. Pooch. “Alert Aggregation i
International Conference on Dependable Systems and Mobile Ad Hoc Networks™. The 2003 ACM Workshop

Networks. pp. 173-182, 2003 on Wireless Security in conjuction with the 9th Auah

[30]Y. Zhang, W. Lee, Intrusion detection in wirelesb a International Confererllce on Mobile Computing and
hoc networks, The 6th Annual International Confegen _ Networking (MobiCom'03), pp. 69-78, 2003
on Mobile Computing and Networking, pp. 275-283[48IC. Ko, J. Rowe, P. Brutch, K. Levitt, “System Héalt
2000 and Intrusion Monitoring Using a hierarchy of
[31]Y. Hu, A. Perrig, and D. Johnson. “Packet leastes: Constrai_nts," Proceeding of 4th International
defense against wormhole attacks in wireless ad hoc SYMPOsium, RAID, 2001
networks”. Proceedings of IEEE INFOCOM’03, 2003
[32]Y. Hu, A. Perrig, D. Johnson, “Ariadne: a secure on
demand routing protocol for ad hoc networks”. ACM
MOBICOM, 2002
[33]Y. Hu, A. Perrig, and D. Johnson. “Rushing attaakd
defense in wireless ad hoc network routing protscol
In Proceedings of ACM MobiCom Workshop -
WiSe’'03, 2003
[34]J. R. Douceur. “The sybil attack”. The 1st Interoal
Workshop on Peer-to-Peer Systems pp. 251-260, 2002.
[35]J. Hubaux, L. Buttya’n, S. Capkun, “The quest for
security in mobile ad hoc networks.” The 2nd ACM

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICTL4 5/5



ISSN: 1411-1284

Planning of Digital Television System with DVB-T
Technology
In Indonesia

Denny Setiawan, Adis Alifiawan

Directorate of Frequency Spectrum and SatelliteitOrb
Directorate General of Posts and Telecommunications
Sapta Pesona Building™ Tloor
JI. Medan Merdeka Barat 17 Jakarta 10110
Telp. +62 21 3834983, Fax: +62 21 3522915
E-mail: denny.setiawan71@ui.edadis_alifiawan@yahoo.com

Abstract This paper will explain the method that is
being used to allocate channels for digital
television system in Indonesia. The system uses
DVB-T as the underlying technology. The various
types of Indonesian land surfaces need special
treatment because it is related to radio wave
propagation modeling. The special treatment is
implemented by software simulation using CHIR
Plus BC by LS Telecom. The main aspect to be
seen from the simulation is interference, both from
the same channel (co-channel) or from the adjacent
channel. As an example, there will be showed the
plan for several regions in Indonesia. Those are
Banten, Jakarta, and West Java.

co-channel
interference,

Keywords. DVB-T, interference,
interference, adjacent-channel
Protection Ratio (PR).

I. INTRODUCTION

As the television business grows, the demand
for channel availability is increasing too. Theidhp
development of broadcasting technology also
creates better broadcasting system. From these two
factors, several broadcasting system for digital
television has been invented, those are DVB
(Digital Video Broadcasting) from Europe, ATSC
(Advanced Television Systems Committee) from
United States, and ISDB (Integrated Services
Digital Broadcasting) from Japan. However, the
Indonesian government chooses the DVB standard
to be implemented in Indonesia eventually.

DVB technology is actually a family of digital
television broadcasting systems. It includes sévera
variants [1]. Each of them relates to the
transmission media that is used; those are DVB-T,
DVB-S, and DVB-C. The extension T, S, and C
stand for Terrestrial, Satellitand Cable.

Terrestrial reception is divided into two parts,
fixed reception and mobile reception. For the
mobile reception, there is a technology called
DVB-H. The extension H stands for Handheld.
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Figure 1. DVB Variants

DVB-T standard which will be implemented in
Indonesia has technical parameters including
system variant and designatbiat is adopted from
M3 ITU-R. System variant that has been chosen is
C2. Whereas the designator mode used is G type
with 8000 carriers. The channel itself is assumed
to be Ricean.

Required C/N for
BER=2. 10-4 after Viterbi
(guasi error-free after Reed-Solomon, *)

Code
Modulation | Rate Guard |Bit Rate

Interval | Mbfs

Ricean
channel (F1)

Gaussian
channel

Syetem
wariant

Rayleigh
channel (P1)

B4-GAM

c2 (M3) 23 16.5 17.1 1893 14 2212

Table 1. DVB-T system variant specifications used
in Indonesia

In [2], there is an explanation about the
equations used to determine Minimum Field
Strength (MFS) for DVB-T system. MFS defines
the technical threshold for field strength thatl sti
gives good quality reception in the receiver side.
With the specification of 8 MHz bandwidth and
lower UHF band allocation, that is channel 25 to
42, the MFS that is recommended is 42,6 dBuV/m.

II.PROTECTION RATIO (PR)

Protection ratio is a minimum field strength
ratio between wanted signal and unwanted signals
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in a certain service area that must be fulfilled to
ensure good quality reception of the wanted signal.
In other words, this is the threshold for
interferences to be allowed.

PR values used in this planning process are
taken from tables in [2]. PR values dedicated for
co-channel and adjacent-channel interferences in
DVB/DVB viewpoint (wanted: DVB; interfering:
DVB) are as follows.

Rice
Channel
20

Rayleigh
Channel
22

Gaussian
Channel
19

Modulasi | Code Rate

54~ QAN 23

Table 2. PR for co-channel DVB/DVB

M-1
-30

[ +1
-30

Channel
Protection Ratio

Table 3. PR for adjacent-channel DVB/DVB

Because of the planned allocation of DVB-T is
in the UHF band which has been occupied by
analog TV technology, it is necessary to see the

interference between these two technologies. Based

on the PAL standard of UHF TV implemented in
Indonesia, the PR values for co-channel and
adjacent-channel in DVB/TV viewpoint (wanted:
DVB; interfering: TV) and in TV/DVB viewpoint
(wanted: TV; interfering: DVB) are as follows.

Protection Ratio
3

Modulasi
E4- Q1AM

Code Rate
243

Table 4. PR for co-channel DVB/TV

Modulasi | Code Rate Protection R atio
-1 M+1
Fid- QAN 243 -35 -8

Table 5. PR for adjacent-channel DVB/TV

sistem Analog Unwarted Signal : DVE-T, 8 MHz
Trop. Interference | Cont. Interference

34 40

PAL BIG

Table 6. PR for co-channel TV/DVB

Sistem Analog Unwanted Signal : DVE-T, § MHz
Trop. Interference | Cont. Interference

=] )

PAL BIG

Table 7. PR for adjacent-channel TV/DVB

I11. DVB-T FREQUENCY ALLOCATION

DVB-T technology in Indonesia will be
allocated in UHF band IV and V with most of the
service areas and test points are already defimed i
[3]. In UHF band IV there are 16 channels (channel
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22 — 37) and in UHF band V there are 27 channels
(channel 38 — 62). However, not all of those
channels are allocated for DVB-T, only channel 25
to 42 that are planned to be occupied (18 channels)

These 18 channels divided into 3 groups, those
are group A, B, and C as can be seen in table 8.
Each frequency group is allocated in each service
area. The allocation process of the frequency
groups must be very careful so that all of service
areas can fulfill the PR requirement.

Group 1 2 3 4 5 [
A 25 28 | 31 [ 34 77 40
26 29 | 32 [ 35 38 41
€ 27 30 | 33 [ 36 39 42
Table 8. DVB-T frequency groups
/\ %/\
\ AV
/\ \
X O,
¢ ¢ %
\/
\/ / \3{ @
\ \
SR o

Figure 2. Configuration of group implementation

IV.THE SIMULATION OF DVB-T
IMPLEMENTATION

In the planning of DVB-T implementation, DG
Postel uses software simulation for modeling the
radio wave propagation from transmitter in each
service area. The software that is used is CHIR
Plus BC by LS Telecom. This software has the data
of Indonesian land surfaces.

To determine the transmitter location in
simulation, it is decided to use one of the exgstin
analog TV transmitters in the area after some
considerations. However, if there is no existing
transmitter yet, then it is decided to put new
transmitter under some feasibility considerations.
First, it is prioritized to allocate in urban
environment. This is under the practical
considerations of energy supply and transmitter
maintenance. If the urban sited of transmittei stil
can't reach all the service area being planned the
it will be moved to another point so the serviceaar
is covered fully. The full coverage is defined when
all of the test points’ field strength receptiore ar
equal or greater than the MFS which is 42,6
dBpV/m.

In figure 3 below, it can be seen that the field
strength contour is created follows the test pbints
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location. It is because test points defined as the
outer points of service area.

IDVE- katta C|

} DKIJAKARTAR 5 i
- okl Jakaghad

+ DEIJAKARTAS

.

Figure 3. Contour is created follows the test point
location

It can be seen in attachment (figure 4) the
simulation result for service areas in the regién o
Banten, Jakarta, and West Java. Each service area
is characterized with one field strength contour. A
the points on the contour the wanted field strength
and the minimum field strength are equal. Each
contour is colored red, green, and blue represent
the group allocated for the area. Red represents
group A, green represents group B, and blue
represents group C. To ensure that all of thegrou
allocation has been appropriate, then test points
evaluation should be done. If the entire test {soin
in a certain service area have difference between
the wanted signal and unwanted signals equal or
greater than PR, then the allocation has been
proven to be appropriate. As an example, chose
DVB-T Jakarta which has service area covers
Jabodetabek (Jakarta, Bogor, Tangerang, and
Bekasi).

In table 9 column 2 can be seen that field
strength in Jakarta’s test points is greater than
MFS. It means service area Jakarta has been fully
covered. Whereas next columns from table 9 shows
the values of received field strength in Jakarta's
test points from other transmitters around it.

Field strength from other transmitters need to
be considered because it is useful to analyze the
interferences that suffer service area Jakartais |
seen in table 10 the calculated field strength
differences in Jakarta’s test points between i fi
strength received from Jakarta transmitter and one
that received from surrounding transmitters. No
value in table 10 is less than ITU recommended PR
values as stated above. Those are 20 dB for co-
channel and -30 dB for adjacent-channel
interferences.

From figure 4, it can be seen that service area
Cirebon and Majalengka use the same frequency
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group, group B. It is also happened in service area
Sumedang and Kuningan which use the same
frequency group, group C. These 4 service areas
are using SFN (Single Frequency Network)
technique. Service area Cirebon and Majalengka
merged into SFN ID 18. Service area Sumedang
and Kuningan merged into SFN ID 19. The merger
has to be done because there is no other way to
allocate different frequency group for these areas.
There is too crowded in there. If it is still éed to
have different group, it will interfere the
surrounding areas.

Interference with analog TV is not the main
concern in this planning simulation because it
relates with the policy from Indonesian frequency
regulator, which is DG Postel, as described bellow.

V.POLICY TOWARD ANALOG TV

DVB-T allocation in UHF band will absolutely
clash with analog TV which has occupied the band
first. ~ The policy from DG Postel related to this
issue is to give the analog TV stations a transitio
period. The transition period must be used by them
to migrate to digital television technology. Whife
the transition period, the clashed channel will be
prioritized for analog TV. It means that every
DVB-T station which clash with occupied analog
TV station in a certain channel will be allocated i
another feasible UHF channel.

To allocate clashed DVB-T station to another
UHF channel, there are few things to consider.
First of all, the new channel must be ensured that
no one occupy it. Then, this new channel must also
be evaluated for interference to the surroundings.
Third, if the allocations take place in the borter
another country, it must be held coordination with
that country. The countries have to be considered
for coordination in Indonesia are Malaysia and
Singapore.

V1. CONCLUSION

The most important thing in DVB-T frequency
group allocation planning is to consider
interferences so it still under the PR threshold.
Interferences have to be seen from two viewpoints,
from DVB-T as the wanted side and DVB-T as the
unwanted side to another technology. Two
conditions have to be concerned for each of them,
co-channel and adjacent-channel interferences.
Beside of that, the frequency group allocations
have to be as efficient as possible.

REFERENCES
[1] A . Shanmugam, “ Terestrial Data Broadcasting

“, UNESCO - ITU — ABU Regional Workshop
: Enabling Implementation of ICTs.

3/5



[2] International Telecommunication Union (ITU).

“Rec. ITU-R BT.1368-3, Planning criteria for
digital terrestrial television services in the
VHF/UHF bands”

[3] Keputusan Menteri Perhubungan Nomor 76

Tahun 2003, Rencana IndukMd#ster Plan
Frekuensi Radio Penyelenggaraan
Telekomunikasi Khusus Untuk Keperluan
Televisi Siaran Analog Pada Pitdltra High
Frequency(UHF).

ISSN: 1411-1284

BIBLIOGRAPHIES

[1] Dr. Lars-Gdran Larsson. Introduction of Digital

Terrestrial TV Broadcasting in Indonesia. 2006.

[2] International Telecommunication Union (ITU).

2006. “Final Acts of the Regional
Radiocommunication Conference for planning
of the digital terrestrial broadcasting service in
parts of Regions 1 and 3, in the frequency bands
174-230 MHz and 470-862 MHz (RRC-06)".

Geneva, 15 Mei — 16 Juni 2006.

DVE-T IbtPursrakarta &

4

..‘4_

DVE-T Bantenhalingping
DVE-T JotF Ratu By

DYVE-T IhtCiatjus C
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[ Field Strength (dBuV/m)
Test Points JAKARTA SUMEDANG |MALINGPING|CIANJUR  |BANDUNG CILEGON |P. RATU |PURWAKARTA|SUKABUMI [PANDEGLANG
JAKARTR] 86.5 14.4 11.3 -10.1 1z2.1 25.9 -2.3 19.3 -35.8 17.8
JAKARTARZ 43 .3 23.2 1.3 -13.7 11.7 7.9 -7.5 31.5 -40.4 4.1
JAKARTAS 48.3 26.3 3.6 -13.3 25.7 12.3 14.2 45.4 -33.9 B.4
JAKLRTAS 52 233 7.2 -4 36.6 142 26.4 35.6 -29.2 9.6
JAKARTAS 574 155 127 21.3 255 199 7.3 20.8 -16.8 17.8
JAKARTLE 56.7 97 19.4 17.4 122 295 0.3 115 -91 337
JAKARTLAT A6.6 5.1 241 7 1.3 599 -12.7 B =228 2.4
JAKARTLS 50.3 58 18.5 4.4 0.9 549 -10.9 6.9 =295 243
Table 9. Received field strength in Jakarta’s pesnts
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Field Strength Difference {(dBuV/m} |

Test Points SUMEDANG | MALINGPIMNGCIANIUR  |BANDUNG CILEGON [P RATU  |PURMVAKARTA|[SUKABUMI | PANDEGLANG
JAKARTAL 72,1 75.2 95.6 7.4 60,6 G5.5 67,2 122.3 5.7
JLKARTAZ z20.1 42 62 31.6 35.4 51.1 11.8 53.7 39.2
JAKARTAS ZZ 44 .7 51.6 ZZ.6 36 4.1 z.9 5.2 419
JALKARTA4 28.7 44,8 59.4 15.4 37.8 25.6 16.4 51.2 42.4
JAKARTAS 41.9 44 .7 6.1 31.9 37.5 50.1 6.6 74.2 KR
JLKLRTAE 47 37.3 39.3 4.5 z7.2 57 5.2 55.5 23
JAKARTLT 41.5 22.5 39.6 45,3 -13.3 59.3 40.6 £9.5 14.2
JAKARTALS 34,5 31.5 45.9 49,4 -4.5 61,2 43 .4 79.8 25

Table 10. Received field strength differences kadta’s test points
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Abstract—This paper describes a simulation of the loosing the important data that appropriate with
image transmission system with diversity equal human visual characteristic.
gain combining method on wavelet domain. The
SPIHT algorithm is used for image compression The research proposed here referred to
transmission on wireless channel. Diversity equal compression technique (1). For selection combining
gain combining methods is used to combat errors techniques referred to method proposed (6), but
during image transmission on wireless channels. channel model used in this research is fading
The use of Reed Solomon channel coding is todistribution rayleigh and noise which has normal
recover errors from transsmitted image. The result distribution gaussian (9).
shown that diversity equal gain combining method
can be improved significantly the performance of In 1996, A Said and W A Pearlman purposed an
image transmission compressed image technique wavelet based published
in journal A New, Fast, and Efficient Image Codec
Keywords— Diversity Selection Combining, SPIHTBased on Set Partitioning In Hierarchical Tre€ls.
Reed-Solomon, Wavelet, Image Transmission. That technique called SPIHT that has fast algorithm
and it is not so difficult. In 2004, Hafeth Houradid
a research about techniques in overcoming the
I. INTRODUCTION phenomena of fading and noise on wireless channel
published in journal An Overview of Diversity
mong the multimedia information, the use ofTechniques in Wireless Communication Systéshs
A image become one of the important featurdde purposed diversity techniques as one of thetowvay
and has been overcome fading and noise in wireless communication
widely use in various applications such as intgernesystems..
medical image, distance security camera, MMS
(Multimedia  Messaging Service) and other Several methods for image transmission over
applications (2). It indicates that the use of imagwireless channels had been done such as Liane C
transmission system wirelessly is more desire arlRamac and Pramod K Varshney proposedVavelet
keeps growing. Technology in telecommunication i®omain Diversity Method for Transmission of Images
growing rapidly specially on wireless communicatiorover Wireless Channéls that used diversity
(11). 1t supported by the growing of portabletechnigues on domain wavelet to get the good
communication technology that make it possible toeconstruction image. In this image transmissiso; t
exchange the multimedia information (data, voicetate Gilbert-Elliott channel (3),(4) was used. P G
image and video) where it becomes more popular al8herwood and K Zeger in their journdtrror
more desire. Protection for Progressive Images Transmission over
Memoryless and Fading Channel§) (used data
On transmission over wireless channel, there amotection technique during transmission, and also
cases that can cause the degrade quality Bfikolaos Thomos, Nikolaos V Boulgouris, and
information: noise and fading(5). The disturbanaa ¢ Michael G Strinzis in their journaWireless Image
cause the wrong in receiving information on receive Transmission Using Turbo Codes and Optimal
The occurrence of disturbances is random arldnequal Error Protection10) usedTurbo Codego
unpredictable. It needs a technique to improve thgrotect image during transmission
quality of signal on receiver.
In this paper, image information with size 8 bpp
Beside that, the transmission over wirelessvas compressed with rate 0.7 bpp. SPIHT algorithm
channel has limitation bandwidth, while image tendsere used to get the image transmission system to
to have big capacity. It can cause the ineffectise maximize the use of bandwidth and diversity setecti
of bandwidth (8). To overcome the problem, it needs combining technique were used to improve image
technique to reduce number of data in image withowuality on receiver and Reed Solomon channel coding
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(31.15) were used to protect data during transwomssi sichificant. SPIHT compression will be done witte th
process. So the title of this research is “SPIHTatio of compression 0.7 bit per pixel. The bieamn
Compressed Image Transmission With Diversitypf SPIHT compression output will be protected with
Equal Gain Combining Method On Wavelet Domain” Reed Solomon channel coding (31.15) that has wbilit
in correcting 8 bit in one code word data from 31
Il. BASIC THEORY symbols of transmitted data. Symbols that resuited
Reed Solomon channel coding will rechange to be bit
2.1 Diversity Equal Gain Combining Method forstream to become QPSK modulator input. On QPSK
Compressed Images modulator, simulation will done with baseband model
The output of QPSK modulator input will transmit

rginel - Dekomposis ~ lessly with Rayleigh Fading channel model and
5N (Additive White Gaussian Noise) to model

error that possible happen on transmission

lessly.
Modulator
QPSK
—— | sPHTbis || g .,
Model Kanal —_— ’ SPIHT: bits ‘ Encode .
AWGN + B
Fading ock 0 Y Transmit
WS o columns block By
rows
[ Demod .
‘ QPSK ‘ —_— ’ SPIHT  bits ‘ - »
econstruction -
nage si Invers Diversity Dekompresi o= ’ Error control )Its‘ >
Trir,lsforlm‘aﬂ W TranTsoformasi ::‘DLOCIB‘ ° o
Wavelet o o
© [0}
Figure 1. Diagram block of compressed image trassiom .
SPIHT withDiversity Equal Gain Combining method ’ Error control |ts‘ -

Wavelet Domain
Figure 2. Interleaving scheme with coding for aegidata
The process of diversity combining use two block.
diversity channels, by implementing error correttio
with interleave bit stream binary 100 bit in rowdan  On the receiver, this system is designed with the
grouped bit stream to blocks. Figure 2 showed apdiralgorithm of diversity equal gain combining techrgq
method with interleaving and RS channel codingafor by using 2 diversity antennas to correct the eafor
given data block. Blocks are transmitted by rowd aninformation signal during transmission. Algorithm
then interleaving the blocks by coloum. Diversityfrom Diversity Equal Gain Combining technique is
combining method uses the basic of combinatioexplained as follows:
block on wavelet domain. The received bit stream
from diversity channel that uncorrelated are didide Signals that passed on AWGN channel and
L blocks and compare to block by block. TheRayleigh Fading will get error. It caused error of
diversity rule used on compressed image transmmissipeceived information on receiver. Diversity equaing
system SPIHT is based on the dividing block. (6) combining technique is used to reduce the erro Tw
diversity antennas on receiver are used to receive
2.2 Diversity Equal Gain Combining Algorithm signal from two channels of multipath fading +
AWGN that uncorrelated each other. Two
Algorithm of this diversity is based on blockuncorrelated signals from two diversity antennas
choosing of bib(l), from one bit stream, it is based onbecome the input for the block of diversity EGC
the characteristic of wavelet transformation, ahnid t (Equal Gain Combining Both signals will co-phase
rule can be defined as follow: to be added up without using the weight. The output
from block of diversity Equal Gain Combining is
One of the main characteristics of a SPIHTdetermined by (Baharuddin, 2005). :
compression code technique is the process of Mo
sequencing the transmissitted data. Algorithm of y(t):Ze"giri (t) 3)
sequncing coefisient is based on the choosing of i=1
significant coeficient with2" 5|Ci’j|<2”"l wheren Where I, (t) is the received of equivalent signal
I 'f: ‘ > 2" 1 fisient | lowpass, it formulated as follows (Baharuddin, 2005
essen on every pass. [€; ;| 2 e coefisient is r (t): A1ejgis(,[)_l_ z (t) @

significant, other than that, the coeficient is not
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with S, (t) is the equivalent signal lowpass that sené’€ comparison of the value of SNR, BER, and PSNR
of Barbara image on ratio compression 0.7 bpp.
by transmitter andz (t) is AWGN. So, resulted

signal of diversity equal gain combining is
formulated as follows (Baharuddin, 2005). :

=34 )+ 36 2 0)

Tabel 1 The comparison of value between BER ardRPS
of image transmission compressioBPIHT with
Diversity EGC technique and without Diversity EGC
technique of Barbara image 0,7 bpp

SNR | Without Diversity Equal Gain| With Diversity Equal Gain
) (dB) Combining Combining
with : M = total of path BER PSNR BER PSNR
(dB) (dB)
With diversity combing technique, it will result an| 10 0,0651 7,6276 0,0133 14,779
output information signal that undergone the 12 0,0323 10,3681 0,0014 16,28p
improvement of the performance. The signal of the 14 0,0114 13,0076 0,0001 18,688
resulting output of diversity combing block will |16 0,0073 15,2432|  3,5342x10| 21,229
undergone the demodulation QPSK to become thel8 0,0003 17,1749]  1,2622x10| 25846
£ 20 3,3266x10 19,5359 0 31,643

input of decoder Reed-Solomon. The bit stream
demodulation QPSK output will be regrouped to _ _ _
symbols and then put to decoder Reed-Solomon [toWithout Diversity EGC
correct the error data as well as eliminate pdriyn ="

the received data. The result of this block wil
compare to the output of SPIHT compression blog
on the transmitter to calculate the value of BER (B
Error Rate). Then, the bit stream will be processed
SPIHT decompressed. The result of SPIHT
decompressed will be passed on wavelet
reconstruction and it can be reconstructed. T

With Diversity EGC

Cia Dengan Diersity EGC

AL

=

7

measure the quality of the design system, tI‘eSNRI=f20 de ie6 5NR|=f20 de d=0
. . ; i Total of error bit received = 65 Total of error bit received =
reconstructed image will compare to the input o BER = 3.3226x18 BER = 0

image in order to measure the PSNIRgk Signal to

PSNR = 19,5359 dB

PSNR = 31,6439 dB

Noise Ratid.

Two parameters which use to measure the qualityigure 3. The comparison of reconstructed imagd#ar
of system are BER (Bit Error Rate) and PSNRdK  between system withiversity EGC and system without
Signal to Noise Rat)o The measure of BER is done Diversity EGC and system withoiliversity EGC with
by comparing the resulted output of SPIHT compression ratio 0.7 bpp and SNR 20 dB
compression on transmitter and bit will be procdsse
on SPIHT decompression on the receiver. By From the above table, it can be seen that on SNR
measuring BER (Bit Error Rate), the influence ofl0 dB on system with diversity Equal Gain
diversity equal gain combining technique on thigcombining will get the value of BER 0,0274 and the
system can be shown. By looking at the differerfce alue of PSNR 12,7754 dB, while system without
BER value between system that use diversity equéiversity Equal Gain Combining will get the valug o
gain combining and the system without usind®ER BER 0,0857 and the value of PSNR 5,6231 dB.
diversity equal gain combining, we can see th&rom the result, it can be seen that the improvémen
influence of diversity EGC (Equal Gain Combining)of the system with diversity Equal Gain Combinifg i
techniques on the received of fix bit stream SPIHTcOmMpare to system without diversity Equal Gain
The smaller of BER mean the better of the systerfzOmbining. For the value of PSNR, there is an
The second parameter to measure the quality of tilgprovement 7,1523 dB and for the value of BER
system is by measuring PSNR (Peak Signal to Noigeere is a decrease 0.0583. The improvement of PSNR
Ratio). It is done by comparing between input imagvalue happened on every SNR value from 10 dB to 20
and resulted image (image reconstructed) dB for the system without diversity Equal Gain
Combining, while for system with diversity Equal
Gain Combining, the improvement of PSNR value
done from SNR 10 dB to 20 dB. The decrease of BER

The Simulation of the performance of imagevalue happened on every SNR value to the value of
transmission compression system SPIHT usBER zero, it happened to SNR 20 dB for system with
Diversity Equal Gain Combining technique and idiversity Equal Gain Combining. One of the
based on diagram block on figure 1. The analysiubjective value for SNR 20 dB can be seen on éigur
based on the result of symulation. The rati®
compression given is 0.7 bpp. The following talde i

[ll. EXPERIMENTAL RESULTS
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For Barbara image on ratio compression 0.7 bpp, Telekomunikasi Elektro Indonesia No.2#p. 24-31,
the increase of PSNR average value is 6.9396 dB for TahunV (January 1999)
the value of SNR from 10 dB to 20 dB. For the valuél2]- Vijaya Chandran Ramasami, "BER PerformanceiOv

BER will result the decrease of average 0.0214. Fading Channels and Diversity Combining”, EECS
862 Project, 2001.

IV. CONCLUSIONS

Base on the experimental, it can be concluded that
the increase of SNR value resulted on the decrease
BER, but it does not always increase the value of
PSNR of image reconstruction. It resulted that the
value of PSNR does not depend on the total of bit
error, but it depends on the placement of bit eoror
bit circuit. The increase of bit per pixel does not
impact on BER value but it impact to the PSNR value
of image reconstruction. The bigger of bit per pixe
means the bigger of PSNR value. On Barbara image
0.7 bpp there is the increase of PSNR on the agerag
of 6.9296 dB and the decrease of BER on the average
of 0.0214
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Abstract-We are developing classroom with
network-based context sensitive presentation media.
Once the classroom’s sensor detects and
authenticates lecturer’'s mobile computer its
embedded system automatically retrieves respective
presentation files, runs related software, turns on
the LCD and starts presentation show. The system
implements method enabling identification of
course that takes place at a certain time. Names o
lecturer are paired with the mobile computer's
MAC address for identification purpose. Therefore
the abovementioned automatic process is applied to
the designated lecture’s mobile device. The
performance of the sytem is measured on
functional and file transfer mechanism. In addition
to system'’s reliability in file transfer, resultshew
as well linear correlation between file size an
transfer time. But transferring file for the firstime
takes longer time than transferring the file on nex
occasions.

f

d

Keywords Context sensitive classrom,, networking
system, MAC Address, mobile device

1. INTRODUCTION

Ubiquitous [1][2] or Pervasive technolod$] is a
concept where technology is invisible to and intesa
with the environment. Pervasive system interacts wi
the user proactively. Among the characteristics of
such system are mobile [4], embedded and invisible.
We are developing and implementing smart class
with pervasive approach. The system automatizes
routine processes usually conducted by lecturers
during their class delivery. These proceses are:

1. identification and authentification

2. file transfer (from mobile computer to class
server)

3. sequence of presentation preparation, which
includes activating and communicating with
hardware such as LCD projector
Identification is conducted through the

acknowledgment of mobile computer's MAC

address. File transfer mechanism is performed

through Java networking. Java methods are also used

2. CONTEXT SENSITIVE CLASS DESIGN

Smart class can be defined as a classroom whereby
the environment supports the notion of context
sensitive system. Context is a situation that exist

the environment. Context gives information to the
system, to take proactive action. To develop cdntex
sensitive system network of hidden sensors and
hidden processors are required.

In line with smart class attributes, pervasive
concept requires a system to fulfil characteristics
such as:

1. Proactive to adapt with changing situation
2. Requires minimum user involvement

3. Accommodate mobile users

4. Automated processes

Unified modeling language (UML) is used first
in the design cycle. Next, use case diagram, class
diagram and sequence diagram are used in this
process. Use case diagram explains function and
features of the system from the viewpoint of actors
outside the system itself. Figure 1 depicts use
diagram of the system. As can be seen in Figure 1,
there are four functions in the system, namelyripgi
file transfer, system editing, and LCD projector’s
activation.

SmartClass

4‘> Q7
Edit Schedule/
User/System
:
Aktivasi LCD

Figure 1. Use Diagram of the System

User SuperUser

"

The first actor in our scenario is a lecturer. The

to activate presentation software, whereas other actor is student and system administrator or

communication between server and presentationsuper user. System administrator has additional and
hardware is achieved through serial cable RS-232.
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unique functions such as updating MAC address list,

add/delete clients and observing log file. [re—
Class diagram represents classes or container:
of objects that build the overall system. In this P I

diagram interrelation between classes is also shown ,_,w
Due to limited space class diagram of the system
could not be depicted here.

Sequence diagram is used to explain f:}/
interrelation between objects to perform overall Server @
system functionalities on the basis of its sequerice a.,..,-.r,-“.,w .
Co

molked Hardwana:

occurence. Process is started when the clients Clint: Super Liser LEGD Projacior
entering the wireless coverage and send their MAC ) .
address to register into the class environmenteto g Figure 2 Smart Class Architecture

access to the smart class. The final process .
accomplishes when lecturer leaves the wireless ~ Server manages processes in the system. These

coverage, presumably when the class is finished. include databases of Iepture schedule and MAC
Figure 2 depicts one of the sequence diagrams address of lecturer’s mobile computers or laptdips.
derived in the system usage scenario. is also the functions of server to switch presémtat

projector on and off, and transferring presentation

Client is user’s mobile computers or laptop. File

I ffor presentation is put on a certain location

.de5|gnated by smart class protocol, for automatic

|
waiteUTF(ma
T
| . .
H ! o Cmgss).transfer Super user is special user who owns
|
|
|
|
|
|
|

chddrass) |

dministrative right, such as database update and
aintenance.
Software part is the main driver for the system.

1
mengecekSocket(socketYangKosong)

ava is used for both client and server. Client
L[jentification is performed through validation of

MlleUTF(LuhangSDckotKasDng]{}
T

)
|
, AC address and authentication through user name
: J 1and password pair. Java database connection (JDBC)
witeUTF{macAddress) | jis used for database access. Communication between
L| iserver and client is performed wirelessly. Wireless
manceamakuianmacadress| AN s used for this purpose.
Hardware, in this case is projector, is managed
.by server. A control cable to manage communication

| meinCeluadwalkuiangaonat) DEtWEEN  SErver computer and LCD projector is

Lf Uahown in Figure 3

wiiteUTF{jadwalKuliah)() |

|
|
;

Figure 2. A Sequence Diagram of the System

3, CONTEXT-SENSITIVE ~ CLASS Figure 3. Control Cable

ARCHITECTURE

Smart Class consists of six main parts, namelyeserv
client, super user, wireless network, set of cdletrio
hardware, and software application. The architectu
is depicted in Figure 2.

Our LCD projector receives two kinds of input
from the server, namely input data display and tinpu
data control. Input data display accepts picture
signal. For this purpose a VGA port with 15 male pi
as depicted in Figure 4 is used.

Figure 4. Male Port with 15 Pin
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Input data control organizes LCD Projector
operation. Controlling is performed by sendingaeri 4. CONTEXT-SENSITIVE CLASS
data using RS-232C through control cable. Control EVALUATION
cable has two different ports at its end. Interface
cable to the computer is a serial port DB-9. At the
LCD end is a serial port Mini DIN-8. Figure 5
depicts both of these ports.

Our pervasive class is evaluated using two types of
tests. That is, functional test and performancé tes
Functional test is aimed at proofing the all the
functionalities of the system work properly.
Performance test is targeted to verify the perceive
usefulness of the sytem to the users. Usefulneeeof
system is obtained if system responsiveness isnwith
the tolerance limit of user’s satisfaction.

Figure 5. FemalePort DB-9 and Male Port Mini

DIN-8 4.1 User Identification

Identification process is started when client lofiks
server. As wireless adapter signal of a client dste
wireless access point signal, it generates andsséend
Table 1.DB-9 and Mini DIN-8 Ports Configuration =~ MAC address to server. Server, through a look-up
table database, verifies the MAC address and

The pin configuration between DB-9 and Mini
DIN-8 ports is shown in Table 1.

| Signal ||Mini DIN 8|| DB-9 | positively confirms if it is owned by registered
|common Ground I 84 |[ 5] lecturer. If MAC address is not a registered one
[fransmitted bata (10) || N server refuses connection. Figure 7 depicts this
condition.
|Received Data (RD) || 7 ” 2 |
|Data Terminal Ready (DTF“ 3 ” 4 | § CLIENT
[Data Set Ready (DSR) || - 6] B
1 gnfan Semar, harap fanppu
|Request To Send (RTS) || 2 ” 7 | =E RIDEMTIFEAS]
|Clear To Send (CTS) || 5 ” 8 | [AFIDA DITOLAK OLEH SERVER, KAREMA MAC sddass AMDA TIDAK TERDAFTAR
|Carrier Detect (DCD) || 6 ” 1 |

To control the LCD server sends serial data
according to RS-232C communication method with
9600 bps, no parity, 8-bit data, 1 stop bit. Cdntro
data is set to a format shown in in Figure 6

[ sTX(©zn) | Command (3 Byte) | ETX (03] Figure 7. Server Detected, Connection Refused

Figure 6. Data Control Format for LCD Projector

Next identification phase is intended to ensure
that only lecturer attending proper class at tigétri

Character command is a special code sent bytime is granted further access dan system services.
server to order LCD projector to be in a certaatest  Hence acknowledgment for initial connection does

Possible states include power on and off which arenot mean acceptance for automated file transfer to
used in our system. List of command codes is ShOWnthe server and LCD projector activation. Figure 8

shows the lecture schedule and MAC address pair in
a database table.

in Table 2.

Table 2.List of Command Codes for LCD Projector

MySQL Control Center 0.9.4-beta - [[SKRIPSI] Query Window]
Control : :

) Console Dptons Hotteys o Hep iy
| F - C d Fie Edt Yo ey s Holfes

unction || omman | - iy

FEEKB G oo bR uE B! & B =
|Power on || PON | s [ coe2) s [ s [ e [ ks | A
| 1 [w 09 HCTEFIST WOCTEFIISTF 0OLTGFTIT (ICTEFITF BOCTFIST Cobars
||Power off || POF | 2 [0 ] THCTEFTSF | DO0CTBFASTE | I0T6FHSTF | DBICTRFHGTF | 0MOCTSFHSTF gﬁmw
| IR m GICTEFHST 0000767197 000 7GF A1 |OICTBFHT 0L 197 B
”Icon display on || MO0 | IBiE W U0 D00C76F197F 000 T6FII7F | ICTBF BT 00757197 7 s
| 9 Regy
|Icon display off || MO1 | 9 SELAsA

 SEHN

[Auto setting (RGB Inpuf)__PAT Figure 8. Lecture Schedule and MAC Address Pair

|Status display on || DON | 4.2 File Transfer
[staws displayoff || DOF | Lecturer clients _|dent|f|ed_ entering th_e pervasive
class zone at their lecture time have their pregiemt
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file automatically transferred into the server. d&er

involvement is necessary during the process. User
interface as shown in Figure 9 is emerged at client (secs) 25

terminal as the transfer process is performed.

£ CLIENT DEx
Login Sebagai Super User EDIT DATA DIRIUSER :
Nama NAMA : |Dosen Mara
Password:
LOGIN EDIT CANCEL

FILE SEDANG DITRANSFER, harap tungou

FILE SUDAH DITRANSFER DENGAN BENAR

Figure 9. File is transferred to the Class Server

4.3 LCD Projector Activation
Activation is performed after the file transfer pess

ISSN: 1411-1284

Transfer u
Time =Y /yé.
P T ——Test 1
15 Hné"f —=—Test 2
10 /r”!‘/ Test 3
i
5 ,t,"'/"
O T T
0 ) 10 15
File Size (MB)

Figure 10.File Transfer Time

5. CONCLUSION

The paper describes design, implementation and
evaluation of context-sensitive class room. Wirgles
access points, room server, mobile clients and
programmable control are components of the
classroom. As pervasive characteristices requires,
factors such as adaptiveness, minimum user
involvement, automated process, and support for
mobile users have been imposed to the system.

Our functional and performance evaluation

is finished. PON and POF commands are sent toShows that the system works appropriately andlifulfi
activate and deactivate the projector, respectively Perceived of —usefulness. Minimum delay and
LCD sends response to inform its counterpart Minimum packet loss, though., are mainly due totligh
hardware whether the command is correct and,load of the network traffic during the test.

hence, understood or not.

A sequence of ASCII carriage return code, i.e 6. ACKNOWLEDGEMENT

ASCIl 13 or ODH, and new lince code, i.e 10 or
O0AH, is appended in each data set transfer. If LD

Thanks to Robby Marolop and David Januar
Tambunan for their contributions on the development

ordered to standy, for example, sequence of code@nd laboratory works.

02H, 50H, 4FH, 4EH, 03H, ODH and OAH are sent

in sequence. That is, 50H for P, 4FH for O and 4EH 7. REFERENCES

for N. Header and tail for this data set is 02H and [1]

03H respectively.

4.3 Performance Measurement

Performance measurement is performed for two (2]

purposes. That is, to measure reliablity the system
transferring the file and to assess the time regluio
accomplish this task.

Performance tests show that the system is

reliable in transferring the file. The size of file

transferred between client and server is maintained

properly for all tests performed. In terms of

measurement file transfer time we use files of

different size. Measurement is performed with
excellent wireless signal, using 11 Mbps accesstpoi
and within the distance of 2 metres. It is foundtth
the size of files has positive and linier correlati
with the time required to transfer. The result is
depicted in Figure 10.
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XML Transformation for Adaptive M-Learning
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Abstract — The significant improvement of m-learning to e-
learning is the capability of the first one in allowing
learning materials to be accessed through mobile devices.
This paper describes design and implementation of mobile
adaptor in the adaptive m-learning environment, using
adaptation technique through format transcoding. This
technique uses eXtensible Markup Language (XML)
technology. The presentation that is suitable to the device’s
computing capability is produced by a device specific
stylesheet or known as single pipeline. PHP as an open
source server scripting language is employed to implement
XML transformation through XSLT due to its lightweight
characteristic. Our experiment shows that the response
time is still in tolerable range, i.e., less than one second.

Keywords- m-learning, web, adaptive, single pipeline, open
source.

I. INTRODUCTION

Learning is a lifelong activity [1]. The increasing

requirement of mobility as well as communication and
Internet technology improvement has moved the educational
needs from e-learning which is based on the desktop
browsers to m-learning which is based on mobile browsers.
Different device characteristics between the desktop
computer e.g., notebook, and the handheld devices e.g,
smartphone and PDA, need different treatment.

II. BASIC THEORY

In the previous research, a web based m-learning is
implemented by developing a specific mobile devices portal
known as multichannel [2]. This method impacts significant
disadvantages in the content compatibility and maintenance
complexity. A mobile adaptor framework is proposed by
Trifonova for the first time [3]. This adaptor is needed to
perform presentation format adaptation among the
heterogeneous computer/communication devices. However
she did not mentioned how to implement this adaptor in a
web based environment.

There are three locations suitable to perform Web
application adaptation process, namely server, proxy, and
client side [4]. In case of server, an adaptation technique is
required to convert one markup language to others or known
as transformation method [5].

eXtensible Markup Language (XML) is a description
language that distinguishes and detaches data from its

presentation. This technology supports multiplatform
interoperability as well as enables the system to perform an
on-the-fly adaptation via transformation. XML offers
advantages such as more efficient Web management since
only one data format is needed for each of its content. This,
in turn, ensures the data compatibility. XML is composed
by some modules that build an XML Family as pictured in
Figure 1. eXtensible Stylesheet Language (XSL) is one of
XML module which is used to perform an XML document
presentation.

XML XML
Validation Location
Lanauaae Lanaquaae
DTD XML DOM SAX XPATH XPOINTER
Sche & XLINK
XML XML Web
Display Services
Lanquage Lanquaae
XSL SOAP WSDL uDDI
XSLT XSL-FO

Fig. 1. XML Family

The adaptation process involves eXtensible Stylesheet
Language Transformation (XSLT) and Document Object
Modeling (DOM) for markup transcoding, as well as
transformation processor. The XML document is the input
which is applied to a device specific template (XSL) to
produce a suitable markup language.

There are three transformation methods suitable to
perform an XML transformation, namely single pipeline,
multiple pipeline, or combination of the two. In case of
single pipeline, the server page needs to identify the client
device first, before chooses a suitable stylesheet to apply to
the XML document. Each device needs a specific stylesheet,
however a device-specific stylesheet allows to apply to
different web page.

Evaluation testing is performed based on the
technical quality requirements of the m-learning [6]. Those
requirements are reliability (this will define the media
formats), screen size and resolution (to define how a web
page is presented in the client’s device screen), and standard
tools and metadata (to ensure the content consistency).



III. EXPERIMENTAL RESULT

In this paper we proposed a web based mobile adaptor
which has an automatic client device recognition function
(see Fig.2). The Context Discovery is the module to catch
the client profiles which is needed by the Mobile Content
Management and Adaptation module. The Packaging and
Synchronization module is accessed if the client requires an
off line materials.

Client

!

Context Discovery

Mobile Adaptor

va

Mobile Content Management
and Presentation Adantation

A}

Packaging and

Svnchronization

Fig. 2 Mobile Adaptor

This research implements single pipeline transformation
method due to its presentation consistency and storage usage
efficiency. The transformation machine is developed using
PHP as a server scripting language. PHP is selected due to
its lightweight characteristic and its status as open source
software. Based on client recognition delivers by Context
Discovery module the suitable presentation is produced by
device-specific stylesheet that is obtained from the
repository (see Fig. 3). Due to design simplification this
research uses the same machine for web server, content
server, and adaptation server.

server I clients
1

Profiles -— XSL I ] HTML
Repository 7| Style Sheet 1
|
v 1

! XHTML

mal

XML | Apache/PHP 1
1

I - WML
I
|

Fig. 3 Single Pipeline Transformation

XML and XSL document conversion to DOM
document is needed before entering the transformation
processor (see Fig. 4). This conversion will restructure the
XML/XSL document to the tree structure before retrieving

XML Document XSL Document

v v

DOM Document DOM Document

\—‘L&—‘

| XSLT Processor |

v
XML transformed

Fio 4 Docnment Conversion
by the transformation processor. The output of the processor
is a markup language suitable to the client browser
Figure 5 and 6 show the sample presentation of two
pages which is accessed using different devices. The client
just need to click or request one URL and the system will
delivers the suitable presentation web page automatically.

7 COMPUTR ORGANIZATION - Microsoft Internet Explorer

[ # % x|

P [tto:/7172. 16,75 apwarnunjor_v] ¢

Computer Organ. .
User Name

|| Password

login

reset

Optinns. }

Dack  Menu

Fig.5 Sample User validation page

@R x|
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Course Title:

Fig. 6. Sampole Front Page



The response time of four use case being tested is
captured in Figure 7. The X axis is the elapsed time of the 2
second testing while the Y axis is the given response time of
the validate user, access document, access quizl, and access
quiz2. The experiment shows that the average response time
of the interactive use case i.e. Quiz, is 0.25 second. This
duration is within the tolerable range of web accessing
response time.

Average Response Time

0.960
0.910
0.860 //
0.810
F60

710
gBBO
-'_ 610 /
0.560
g2 /%—-*\ //
@460 / / -
g 7 7= e

X

310 2

260 /- =t—b=——u = ——access

210 document
<€ 160 — s
b0 ——— s
0.010

0:00:00- 0:00:12- 0:00:24- 0:00:36- 0:00:48- 0:01:00- 0:01:12- 0:01:24- 0:01:36- 0:01:48- —o—access_q
0:00:12 0:00:24 0:00:36  0:00:48 0:01:00 0:01:12 0:01:24 0:01:36 0:01:48 0:02:00 uiz2
Elapsed Time (s)
Fig. 7 Average Response Time
Conclusion

Our research work shows that XML transformation
technology using XSLT can be implemented to perform on-
the-fly or dynamic adaptation. This dynamic adaptation is a
significant component in the adaptive m-learning
development. PHP is a potential server scripting language to
implement an adaptation processor as part of this XML
transformation technology. Its lightweight characteristic, as
well as its open source software status, are significant
advantages. The experiment shows that the response time is
still within the Web application accessing time tolerance,
which is less than one second.
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Abstract—Wimax is a wireless network that was
designed to serve all kind of traffic. Therefore,
Wimax is required to fulfill QoS requirements of
any applications and information passing over the
network. Appropriate scheduler implementation
for packets carried on Wimax network can
increase QoS achievement possibility.

Wimax module used in our simulation was
developed by Networks & Distributed Systems
Laboratory (NDSL), Taiwan, as an extension to
NS-2 simulator. This module uses the Weighted
Round Robin (WRR) based scheduler to deal with
packets transmission. This paper is aimed at
evaluating WRR based scheduler in relation to
Wimax network performance. Performance
metrics reported in this work are packet loss,
throughput, and average delay.

Keywords— Wimax, ns-2, Weighted Round Robin

I. INTRODUCTION

in NS-2. The MAC protocol implements scheduler
based on WRR to manage packets transmission.

Traffic over Wimax network are classified into
five classes of service, which are Unsolicit Grant
Service (UGS) for traffic with constant bit rateor(f
example Voice Over IP without silence suppression),
enhanced real time polling service (ertPS) forficaf
with variable bit rate but guaranteed delay andadat
rate, real time polling service (rtPS)for applioati
that generate data at variable rate periodicalbn n
real time Polling service (nrtPS) traffic with fiele
delay and guaranteed minimum data rate, and Best
Effort (BE) which does not have any QoS
requirement.

In this page, we review the basic theory which
underlies this work and present the result analgkis
the simulation on WRR scheduler over Wimax.

Il. BASIC THEORY

[1.1. Wimax Architecture

I IEEE 802.16 standard defines specification of MAGVIAC layer in IEEE 802.16 can be divided into three
layer and PHY layer in Wimax wireless networksublayers, which are:

technology. MAC management message, i.e. request-
the
(DCD/UCD),

response ranging (RNG-REQ/RNG-RSP),
downlink/uplink channel descriptor
downlink/uplink map (DL-MAP/UL-MAP), and other
control messages are implemented to operate
Wimax network.

Network Simulator 2 (NS-2) has been the de-
switched
lot of network research
published works that use NS-2 to evaluate and yerif
research. Although a few researchers have
developed IEEE 802.16 simulator over NS-2, the

facto standard for simulating packet
network. There are a

the

tools are not for public usage.
NS-2 can quickly combine various modelsrfro

convergence sublayer This sublayer maps
specific traffic in transport layer with MAC
common part sublayer. The main function of this
sublayer is to change IP address from upper layer
to several Service Flow Identifier (SFID) or
reverse process (from SFID to IP address) and
record the mappings between SFID and Transport
Connection Identifier (TCID). This function
enables MAC layer to record important
information on QoS parameters and their
destination address.

common part sublayefhis sublayer independent
of transport layer mechanism. This sublayer
responsible for fragmentation and segmentation
packets received from MAC upper layer, Service

on

traffic, network layer protocol, and MAC layer
protocol. These components enable NS to simulate
different types of network along with its topologiie

In our work, we install a Wimax module on NS-¢
2.29 simulator. The Wimax module is developed by
Networks & Distributed Systems Laboratory (NDSL),
Taiwan. This module is focused to improve MAC
protocol which inherits from original MAC protocol

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICT-19

Data Unit (SDU), controlling QoS, scheduling,

and MAC PDU retransmission.

Security sublayerhandles the security of the

network, which are authentication, secure key
exchange, and encryption.
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Convergence sublayer classifies incoming SDU  empty connection queue. Number of packet can
based on traffic type (voice traffic and web brokyse be computed by normalizing weight divided by
and allocate SDU into service flow using SFID 32 bi the average of packet size. The following

When service flow is admitted or activated, the  pseudo-code presents the general WRR
service flow is mapped into a MAP connection which  mechanism [2]:
will handle QoS requirement using 16 bit CID. A //calculate the nunber of packets to be
service flow contains a collection of several QoS Seérved in each round by the connections
parameters. Using adaptive burst profile, eachicerv for each connection ¢

allocated to a certain physical layer configuratffor c. nornel i zed_wei ght = c. wei ght /
instance, modulation scheme, FEC, and more) to run C- mean_packet _si ze
the service.

. . . . mn = findSmal | est Nor mal i zedWei ght
After service flow is given a CID, service flow

will be forwarded to the correct queue. Uplink paick for each connection c
handling is managed by Base Station (BS) through ¢. packets_to_be_served =
signaling process to Subscriber Station (SS). In SS c. normal i zed_wei ght / m n
packet scheduler will pick the packet from the queu  // main | oop

and transmit it to the network with suitable timets | 0015) A _

: ; f _ or each non-enpty connection c
as defined in Uplink Map Messa@dL-MAP) sent by o G s o e |
BS. . . . c. packets_waiting).tinmes do

Packet header suppression is used to avoid servePacket c.get Packet

redundant information transmission through the lair.

helps decreasing the packet delay, which is reduiréscheduler is responsible in managing general uplink
by applications such as VolIP. After service flonshabandwidth such as in distributing resources in kegp
been classified and has been given CID, unchang#ite quality. Scheduler standard is not definecEiBH
information header (such as ATM cell ehader or 1B02.16 standard. Thus, it is an open area foreanad
header) will be suppressed. or industry to implement scheduler which is suiabl

) ! for their own purposes.
Subscriber Station (SS)

Applcaton Base Station (BS) ll. EXPERIMENTAL RESULTS
e e, oy Based on the referenced Wimax module, our
- om s _ rmitemet — gjimulation uses the topology shown in Figure 2.
CID/SFID Classification { CID/SFID Classification

Yyvy vy vy Vv vY Ty Yy ¥
oo elel el ke oo lelael ael @
6 o 0|5 oj[c © Giidlia G 6 o6 ©/ 0o ©
= ‘ . =

EE EE EE B EE EE EE H
R «» > « > «r <>
UGS  fMPS  nttPS  BE UGS  aPS  nMPS  BE

Figure 1. Traffic mapping to the correct QoS queue

(3]

Protocol Data Unit (PDU) from the upper layer is
inserted into different level of queue after SFIIBC

85

mapping. Data packet in this queue is treated as Figure 2. Simulation Topology

MSDU and fragmented or packed into various size, In this scenario, we varied the number of
depend on the scheduling operation occurs in MAGubscriber Station (SS) using a particular class of
layer. Those packets are then processed usiggrvice. First, simulation is executed with 5 S&tth
selective block Automatic Repeat Request (ARQ) ibelong to UGS class. Other classes only have one SS

the ARQ capability is enabled. Subsequently, we built a topology with 5 nodes gisin
ertPS traffic attached to the nodes The complete
[1.2. Wimax Module simulation scenario is provided in Table 1.
Some Wimax module components have been
used in this simulation: UGS rtPS nriPs etPS BE
1. CS sublayer 1 5 1 1 1 1
2. CPCS MAC sublayer 2 1 5 1 1 1
3 1 1 5 1 1
1.3. Weighted Round Robin 4 1 1 1 5 1
WRR is a scheduling algorithm that can bel 2 1 | 1 1 1 5
Table 1. Variation of SS for a certain QoS class

implemented in many fields, for instance resource
sharing in a computer or network. In network,
WRR serves a number of packets from non-

Proceeding 18 Int'l QIR 4-6 Dec 2007 ICT-19 2/5
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For SS with Unsolicited Grant Service (UGS),lIl.1 Throughput
|~ Grsice W

enhanced real time Polling Service (ertPS) and real
time Polling Service (rtPS) class, Constant BiteRat
(CBR) data is generated from UDP agent. Meanwhile,
for the non real time Polling Service (nrtPS) clasd
Best Effort (BE), we use FTP agent. This condifi®n
created since CBR traffic requires minimum
throughput guarantee, and FTP traffic generates
variable flow size. In addition, FTP is more toleréo
delay.

Subsequently to compute the Wimax network
performance, we computed the packet loss,
throughput, and average delay calculation. Analigsis
made per schenario and per class, in a certain tode
this simulation, node 0 (BS) is the node being
analyzed, because all traffic from all SS are gent
BS, and BS also sent traffics to SS.

Throughput is computed base on the Equation 1:

i=t
Throughput= t+ packetSiz® < N <t .......... D
I=tn
Packet loss is also computed using Equation 2:
=t
2 dropPacket

i=t
—— [*100; 0 n<t

n+l
2 sendPacke
|:tn

Loss =

|

;;;;;;;;;;;;;

" Figure 4. Throughput for Topology 1.

(=]

Bt oo, 3t Clase 1475

P

" Figure 5. Throughput for Topology 2.

From the throughput graphs above, it can be
The computed delav is the average delay. nSEEN that the number of SS using a certain QaS,cla
P YIS | 9 Y NQktocts the throughput from the QoS class. The more
Qelay per pac_ket, bec_ause this module produces trags using that class, the higher the class’s thiouigh
file which is in “receive” records, packet sequence o ihe graphs, it also can be observed that WRR
humbers are reset to 0. . hased scheduler performance have the same outcome
Formula for calculating average delay per seco r all classes. Therefore, throughput from all QoS

IS: =t =t classes are relatively stable, and each classnsbtai
=t s :
§+ receivedTine — §+ sendTime throughput value as it should b_e. _ _
ay < | 4=t i=tp Throughput for rtPS class it relatively higher than
Delay = i=th41 from other classes. This is because of variabl&gdac
i:Zt receivedPeket size generated by traffic generator while rtPS ak®
n a medium priority (3) among other classes.
;0snst Ll (3) e ——— =
Figure 3 shows the simulation result executed in
Network Animator (NAM): E=
g : ]
Bl e \\ / i
: / /@}(D =% ‘J\M\ S L
[ 6 f
\ ) )@ /
O\ . .
\ @ @/ / i
S~ Figure 6. Throughput for Topology 3.
I

Figure 3. Simulation result in NAM

After the calculation is completed, graphs are
generated using Gnuplot. Figure 4, 5, 6, 7, anldd8vs
the result for UGS, rtPS, ertPS, nrtPS, and BE
transmission.
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frem = Figure 10. Delay for Topology 2.

s S

B Ifigure 7. Throughput for Topology 4. -
[ ] ] Figure 11. Delay for Topology 3.

IECE |

"~ Figure 8. Throughput for Topology 5.

Figure 12. Delay for Topology 4.
[11.2. Average delay
From delay graphs above, it can be observed
that the number of SS using a certain QoS class do From the graphs in Figure 9 to 18, it can be
not significantly affecting the average delay. Th&een that there are increasing packet loss in the
graphs also show that WRR based scheduler canmginning of simulation. It is because in the beiig
suppressed delay of ertPS class. Delay of ertPs3 claf simulation, all SS and BS are busy doing the
increases along with the increase in time. Ger}el’a”process of ranging to enter the network.
WRR does not support average delay which is After a period, the packet loss is almost zero.
suitable for multimedia application QoS requirementt is shown that WRR based scheduler have positive
It is shown by the average delay of all QoS classesfect to suppress packet loss.
which values exceed delay limitation for multimedia
application.
.

EEE]

‘‘‘‘‘‘‘‘‘‘‘‘‘

B Figure 9. Delay for Topology 1.

"Figure 13. Delay for topology 5.

IEEE

= 111.3. Packet loss

,,,,,,,,,,,,
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Flgure 17. Packet loss for Topology 4.

I |

) Figure 15. Packet loss for Topology 2.

IV. CONCLUSIONS

Ezigure 18. Packet loss for Topology 5.
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Abstract :

Examination in essay form is an
indicator to determine student’s capability
where choices are not provided. Methods used
in automated essay grading system nowadays
are still under research because they need to
follow some specific rules. One of the grading
methods, i.e. Latent Semantic Analysis (LSA),
which uses matrix algebra to compare
between expected answer and student’s essay
answer [1].

This paper describes an effort to
developed LSA, enhanced with word
weighting and the word synonym to improve
the accuracy of grading. This system is called
SIMPLE-O, which is used to grade answers
using bahasa Indonesia. The exam is carried
out on-line examination through the Web.
From the experiments conducted, for medium
size classes (with 30 participants) the
conformity lies between 85.87 — 94.11%
agreement with the human rater.

Keyword :  online assessment, Latent
Semantic Analysis Method, SIMPLE-O, grading
system, human raters, essay grading, E-learning.

1. BACKGROUND

Advance in computer technology and
telecommunication has effecting changes in
every area, including on education area, where
the learning systems is advancing from
conventional way to a future technology way
such as E-learning. E-learning is a system where
all the delivery of learning information, training,
and software is by mean of electronic devices
such as computer, or mobile electronic (e.g.
mobile phone) as tools to deliver the content of a
training, education and learning [2]. E —learning
is expanding at all level of education, basic

Proceeding 10" Int’l QIR 4-6 Dec 2007 ICT- 20

education level, middle education and also higher
education, college environment.

E-learning concept means everything is
electronically done, assessment can be done by
online, from answering the quizzes, and scoring. This
thing will give benefit to the trainer and students
because the time consumed for the assessment will be
much more shorter, efective and efficien. Another
benefit from this systems, by help of computer
device, scoring will be much faster and accurate
[1,3]. And of course this system can handle more
bigger class with more students.

Evaluation form whether by conventional or
E-learning, based on two main format [4], an
objective format and essay format. Objective test
questions consists of a selection from a list of
answers that already prepared (multiple choice).
Commercial product of an objective format is broadly
used for non essay like WebCT[5] and Cisco online
Assessment System. Online format that have been
developed by Electrical Engineering Department,
Faculty of Engineering, University of Indonesia is
also a non essay format, like Yes/No , Multiple
choice, matching answer of fill in the blank with one
word [6-9].

Essay questions is a format where answer is
not provided, students have to answer with a
sentences, thats make the answer vary , different
answer comes up from every participant of the test.

Up until today, a lot of essay scoring
systems being introduced, like PEG (Project Essay
Grading) [3, 10], E-rater [3,10,11,12], Bayesian
Scoring System [1,3,10,13] and IEA (Intelligent
Essay Assessor) [3,10,13].

Applying automatic essay scoring as
mentioned above, all have been done in English.
Language base that used here is very reflecting on the
process and result from a scoring process to the
participant’s answer because of the diversity of
language characteristic.
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One of the method that can be use to do
scoring essay answer automatically is a method
called Latent Semantic Analysis. This method is
the one that used by (intelligent essay assessor)
who has agreement rate with human raters 85% —
91%, is a method that extract and represent
sentence with mathematical calculation or
statistic on text in large number [10].
Mathematic calculation is done by mapping
match or not with word from word list on matrix.
My previous researches on Essay Grading
System had been accomplished and published.
[14, 15]

This research, will build a system called
SIMPLE — O, using LSA method, bahasa
Indonesia basis and add a weighted on words
that considered important from chosen keyword.
Weight value will be given by multiplying value
by 2. Aside, on this system, similar words will be
carefully watched, where in a system that using
bahasa Indonesia, this thing become significant.

2. SIMPLE-O ALGORITHM

SIMPLE-O consist of several modules,
those are:

1. Login Module

2. Lecturer Module

3. Student Module

ISSN: 1411-1284

This research will build web based simple
algorithm. It will work like: first we select the
keyword. If there are keywords chosen that also a
weight word, then it will be given double weight as
the usual keyword. Then keyword and weight word
mapped into matrix and going through SVD process,
and create 3 matrixes, 2 orthogonal matrixes and 1
diagonal matrix.

After doing a simplification on the diagonal
matrix, calculate Frobenius normalization for each
matrix, matrix from reference answer or students
answer. Student’s value is a comparison
normalization value from student answer with
normalization from reference answer.

Figure 1 shown an activity diagram for
weighted word and matrix conversion from reference
answer. Figure 1 also describe how conversion
process to a matrix is formed, including weighted
process. From sentences answer, select which is the
keyword and weigthed word. Then search keyword
and weigthed word from every sentence on the
answer to form a matrix coloumn. For keyword,
given value 1 for each time it showed on the
sentences and for weigthed word will be multiplied
by two. This process will be done after all the
sentences have been checked and convert to matrixes
coloumn.

Weighted word and matrix convertion

User

System

e

Figure 1. Activity diagram weigthed word and matrix convertion Indonesian language is a unique language, to deliver a message,
is can use more than one word, more than one sentences, a lot of word has synonym. Indonesian has diversity in culture; every

Multiply keyword with
reference keyword

d with part of
ke a matrix
coloumn

culture has their language and also foreign language is adopted and use for daily language.
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On Online assessment, cause of limited
time and stress of the environment, a lot of
students use word that different from the
references words, but still have a similar
meaning.

For those reason, a database of
synonym words have to be built, and also
alternative words that might be used by students,
where if it was examine by lecturer, the answer
is right, even though the answer is not using
words from the references answer.

3. TRIAL METHOD

This application requires hardware and
software support. Hardware for this application is a
personal computer with Pentium M Centrino base
as server. Clients using another spec of computer
that connected to the Local Area Network from
Electrical Engineering Departement, University of
Indonesia, and some using wireless LAN.

Server using software like Apache HTTP
server 2.0.49 for the HTTP application, MySQL
Server Clients 4.0.20d as the center of database
processing and Mathlab 5.3 for calculating
mathematical algebra. For programming, PHP is
used. Client need to have a common web browser
like Microsoft Internet Explorer, or Opera, Mozilla,
Netscape.

ISSN: 1411-1284

The trial is done by using answer that filled by
students. In this case students take the
assessments by online using following terms :
a. Middle size class with 30 participants
b. Keyword and weigthed word that
selected and agreed minimun by 3
competent human raters (the amount
can be vary), where answer was also
agreed by 5 human raters
c. Questions taken from 10 essay
questions for each of the assessment
participants

4. RESULTS AND ANALYSIS

Trial for middle class

Trial for middle class is with 30
participants online with 10 questions. Two of the
graphic shows comparation between system
value and human raters value, as shown on figure
2 and figure 3.The figures shows that the system
is acurate for high human raters value. For
middle human raters value, which is 60 to 80,
human raters value compared to the system value
has some significant. The results on middle class
can be shown at Table 1, where we can see that
the value range between 85.87 % to 94.11 %.

120.00

100.00

80.00

60.00

Nilai

40.00 1

20.00

1 2 3 4 5 6

Peserta Ujian ke 1-15 Kelompok 30 Soal A no.5

9 10 " 12 13 14 15

[ENilai System ENilai Human Rater |

Figure 2. Graphic comparation between SIMPLE-O and human raters for middle class.
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80.00 —|
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60.00 1

40.00 +

20.00 +

1 2 3 4 5

6

Peserta Ujian ke 16-30 Kelompok 30 Soal A no.5
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\DNHai System B Nilai Human Rater‘

Figure 3. Graphic comparation between SIMPLE-O and human raters for middle class.

Table 1. Agreement value with human raters for middle class

Agreement

85.87

88.59

89.58

89.67

90.49

90.77

90.77

92.14

92.49

No Question number
1| A7
2 | A9
3| Ad
4| A6
51 Al
6 | A3
7| A8
8 | A2
9| A5

10 | A10

94.11

The table shows that agreement value to human
raters range between 85.87 % to 94.11 %

From the results, we can be summarized
that SIMPLE-O has more advantage and
disadvantage that can be solved for future
reference. One of the possibilities is on selecting
keyword. And word placement and similar word
can be used to improve SIMPLE-O value to be
more accurate.

5. SUMMARY

1. SIMPLE-O system can works well using
bahasa Indonesia.

2.  From SIMPLE-O trial, we get the agreement
level 85.87 % to 94.11 % for middle size
class.
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3. For lower level, result of the SIMPLE trial is
lower than pure LSA for small class and
middle class, but
for upper limit, SIMPLE-O is higher than

trial result of pure LSA.

For future development, this research can be

continue by watching the keyword selection,

listing all the equal keyword and weighted to the
keyword position in sentence.
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ABSTRACT-We are implementing uniVersal
Remote Access System —termed as VeRAS- that
connects all related and independent information
from controller devices to give services such as
computing, sensing, or transparent
communication services to a group of users. This
interaction usually can be managed personally to
keep the privacy of its users. User interfaces of
this system are installed on user’s handhelds. The
programming language used in creating this user
interface is Java 2 Micro Edition (J2ME), which
is a development of JAVA programming language
that has been adjusted to cope with the resource
limitation of handheld devices. The handhelds are
smart phones with Bluetooth connection. VeRAS
meets the minimum requirements of a context-
sensitive system which demands minimum user
interaction to the system, but maintain its
maximum benefit for the user while holds the
principal of good user interface. This is verified
through a series of tests that VeRAS accomplishes
user tasks on specific time, given the user is with
the server's Bluetooth area. The simple yet
intuitive VeRAS user interface is capable of
controlling temperature, lamps and TV channels
easily. The system performance analysis shows
that the system requires around 15 seconds to
detect user’s present and establishes connection.
However, once the connection established, the
system performs in real time manner.

Keywords: remote controller, context-sensitive
approach, smart phones, user interface, pervasive
system

1. INTRODUCTION

Massachusett Institute of Technology (MIT) [2], and
Portalano of University of Washington [3] [4].
AT&T research [5] at Cambridge and IBM TJ
Watson [6] research centre have also invested quite
significant funding on this research field.

One of the main characteristics of pervasive
system is context sensivity. That is, a system that
understands context on which the interaction among
users and between users and system take place. This
helps minimizing user involvement in the proecess.
The system understands who the user is and
everything in system that relates to the user
preferences, and confindentiality.

In our research we try to implement context
sensitiveness nature of a pervasive system into a
room. This is a system that sets the environment
automatically according to the user preferences.
Controlled devices to be managed proactively
include television channels, lamps and room
temperatur.

VeRAS stands for Universal Remote Access
System. This is a programmable system that allows
user to control many devices through a smart phone.

Although pervasive system requires minimal
user involvement an interaction device is considere
necessary for preferences setting, and also for
presence detection and authentication purpose.tSmar
phone is used as interaction device to the sysiae.
phone communicate to the system through its
bluetooth feature. A micorocontroller and TV remote
controller completes the overall VERAS system.

This paper is focused on the explanation of the
development of user interface for Universal Remote
Access System (VeRAS). Section Two outlines the
architecture of the system. Design consideratioas a
described in Section Three. Section four explains
VeRAS implementation and evaluation. Section Six

Research and development of pervasive computingconcludes the paper.
technology and its applications has been performed2. VeRAS ARCHITECTURE

by many universities and industries. Samples of
research and development work are Aura project by

Carnegie Mellon University

[1], Oxygen of
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VeRAS is an implementation of context-sensitive
concept of pervasive technology into an intelligent
room where, among other functionalities, users can
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personalized the condition in the room based o the
preferences. The system consists of smart phone as
accessing device, modified TV remote control, smart
processor represented by a room server and
controlled devices such as TV, air-conditions and
lamps. VeRAS architecture is shown in Figure 1.

Servers
Bluetooth Area
(Context Area)

Administrator

=)

userd Smartphone E'i‘e’ccm “
M : D
] get®
&
Qs

PDA

Server

Microcontroller \

Figure 1. Architecture of VeRAS

VeRAS server application is the main part of
the system. This application controls and coordisat

ISSN: 1411-1284

support their various approaches, because different
users might work in different ways

Word messages and labels effectively. The text
displayed on smart phone screen is a primary source
of information for users. If the text is worded plgo
then the interface will be perceived poorly by gser
Text should be worded positively, imply that thewus
is in control, and provide insight into how to uke
application properly. Text should also be consigen
worded and displayed in a consistent place on the
screen.

Understand the Ul widgets. Use the right widget

the right task, helping to increase the coesisy

VA

= @the application. Use of icons and well-known
symbols helps users to quickly understand what
i%ystem software they deal with.

Design should be simple and intuitable. Simple
ndicates that users feel easy to use the system

Temperature

sensgOftware. Intuitable means that if users do notvwkno

how to use the system software, they should be able
to determine how to use it by making educated
guesses. And if the guesses are wrong, systemdshoul
provide reasonable results from which users can

the whole work process of the system. The processed/nderstand and learn.

which is performed by VeRAS and being controlled

Avoid excessive user interfaces. Crowded

and coordinated by the server application are: userSCreens are difficult to navigate, understand and,

identification, user registration, user profile apel
user detection, task scheduling, lamp controllifig,
controlling, and room temperature monitoring.
VeRAS uses two types of communications
namely bluetooth serial communication which is used

on communication between handheld and computer,

and UART serial communication, which is used on
communication between computer and
microcontroller. In establishing this communication

VeRAS uses certain communication protocol. With
this protocol, information exchange and translation
process can be performed quickly. Therefore VERAS
works in real-time and act responsively to user’s
tasks.

VeRAS hardware interface connects
microcontroler to control home appliances. This

hardware interface uses microcontroler ports as a3

communication line between the microcontroler and
the hardware interface itself.

3. VeRAS Ul DESIGN CONSIDERATIONS

The development of VeRAS user interface on client
side, i.e.smart phone, is based on the user ioterfa
design considerations outlined in [7]. Related
considerations are descibed in the following
paragraphs.

Navigation between major user interface items is
important. If users feel it is difficult to get fmoone

screen to another, then they become frustrated and
give up. The flow between screens should match the

flow of the work the users want to accomplish.slt i
important that the user interface is flexible ertotg
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hence, are hard to use. Experimental results [7]
confirm that the overall density of the screen $thou
not exceed 40 percent, whereas local density within
groupings should not exceed 62 percent.

VeRAS user interface on smart phone is
developed with several goals: simple, secure, suppo
authentication, user friendly, real-time applicatio
and smart. Smart means requires minimum user
involvement in setting up the room condition, lamps
and TV channels proactively.

Usage scenario is required to appropriately
develop the user interface. The scenario are as
follows:
1. Users activate the application on smart phone
Password is required and paired with MAC
address in the VeRASsystem database
System verifies and authenticates password

2.

4. Application verify whether users is already
within the room wireless range. This triggers
searching process

5. Within the area, users could first update their
profiles and preferences in system database,
otherwise the room will be set to the state that
has already assigned by latest profile

6. Users could perform some controlling actions
such as:

* RemoteTVs

Remote lamps

Time and room temperatur set
Profile editing

Change pasword and username
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Software engineering priciples then guide us to
plot the scenario in sequence diagram. This is show
in Figure 2.

4. VeRAS
EVALUATION

Smart phone is considered a universal device that
comonly and widely used now. Important factor is

IMPLEMENTATION  AND
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that many people understand how to use and utilize
smart phone and its feature.

The smart phone employs symbian OS, which is
very common to any handphone, and supports Java
MIDP 2.0 as well as JSR 82. Additional
consideration is that smart phone has been equipped
with bluetooth and more computing power than
ordinary handphone.

Mikr roler

Lampu & TV

1 1
Kirim data alat yang ingin dimatikan /dinyalakan

T
|

:) Periksa apakah wakiunya menyalakan/mematikan alat
|

|

User Handheld Server
T T
l - .
| -~
I - .
i -
I - .
|
! |
I . i
| | |
| | |
| | k_
! ! Kirimkan ack status alat |
1 Ke=mm e —
| | |
1 F—al |
1 ] 7 Ubah status alat ]
- |
! Tarpikan status alat | |
R 1 [
|
|
|
|

Further standard programming steps such as the
development of use-case diagram and class diagram

has also been performed. The pictures are not
included in this paper.

VeRAS user interface is developed using J2ME
application and its Wireless Tool Kit (WTK). WTK
is very helpful in emulating the real VeRAS system
software. The resulting emulation of VeRAS is
depicted in Figure 3.
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Nyalakan/matikan alat yang dipiih

Berikan ack status alat

e
JE Y. )

Il + 5550000 - DefaultColorPhone
MIDIst  Help

Lamp Remote

Edit Profile

Change Password
eep Profile

Time & Room Temp

Figure 3. VeRAS Emulation on WTK(Default
Colour Phone)

In programming the user interface on smart
phone we use high-level APl to maintain system
software compatibility with a wide range of smart
phones. In addtion, high-level API is easier to
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handle. Classes used for our system are inheriteds. CONCLUSION

from javax.mocroedition.lcdui.ScreenIn displaying VeRAS meets the minimum requirements of a

something on smart phone screen such as text,
graphics, form classes inherited from
javax.mocroedition.lcdui.Displagire used.

Resulted user interface can be seen at Figure
for TV remote control and room controller functions
Figure 5 shows room map and lamp controller.

context-sensitive system which demands minimum
user interaction to the system, but maintain its
A’naximum benefit for user. VeRAS holds the
principal of good user interface. This is verified
through a series of tests that VeRAS accomplish use
tasks on specifically short time. The simple yet
e VeRAS user interface is capable of
plling lamps and TV easily. The system
* perfdrmance analysis shows that the system requires
i oy aroufpd 15 seconds to detect user's present and

TV Remote o : .

- : estalflishes connection. However, if the whole syste
Lamp Remote _ g i has hlready connected, the system performs in real
Edit Profile ; ir anner
change Password
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Time & Boom Temp

Options search puzzle.
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both types of the serial communications. The tests
show that system takes less than 200 ms for
exchanging data. To conlude, VeRAS
communication system workS within the limit of a
real-time system.
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Abstract—A novel approach on synthesizing and reported or included. It seems that the antenna was
optimizing ultrawideband planar dipoleradiating- designed by empirical experiment.

element is presented. The approach isbased on the

integration of genetic algorithm (GA) and method In this work, the challenge on designing the UWB
of moments (MoM) on a planar surface, meshed by radiating element is dealt by using genetic altonit
triangular elements. A vector basis function (GA) in connection with method of moments (MoM)
suitable for triangular mesh, called Rao-Wilton- and available commercial tools. GA has been used in
Glisson (RWG) basis function, is applied. The electromagnetic community since a decade ago. It is
shapes of the radiating elements are optimized used as an optimization tool in many electromagneti
using GA with the goal to find the best shape that problems such as, optimization of linear antenna
has the widest impedance-bandwidth. The array, microwave absorbers, broadband patch antenna
impedance-bandwidth ratio resulted from this layered electromagnetic devices, etc.

optimization is above 8:1, where the return loss

valuesin that band isbelow -10 dB. Il. BASIC THEORY
Keywords— ultra wideband, method of moments, GA belongs to global techniques optimization
genetic algorithm, microstrip antennas methods. Compared to random-walk, GA is more
efficient and provides much faster convergence [2].
I. INTRODUCTION GA is able to optimize discontinuous and non-

differentiable functions with many local minima,
here are several issues in designing UWBvhich is usually a challenging task for gradiensdxh
systems, such as antenna design, source pulsegtimization techniques. GA uses a model based on
interference, propagation and channel effects, arlde process of natural selection using survivaésit
modulation methods. One of the most challengingrocedure. Terminologies that are used to describe
topics is designing the UWB radiating element.Hist how the GA works are taken from this natural preces
work, the antenna itself is expected to work frorh 3 [2]-[4].
GHz to above 10.6 GHz (upper limit of UWB band.
Method of moments (MoM) is one of the most
The antenna is preferably small, having a norpopular tools in the field of numerical
dispersive characteristics, frequency independertectromagnetic, especially in antenna analysis and
radiation pattern, and wide impedance bandwidttesign [5]-[8]. This method is based on the integra
through the 3 - 30 GHz band. Another importanequation technique since it deals with the sousres
requirement is its capability for compact arrayis performed in the frequency domain [8]. MoM
application. To the author knowledge, populatransforms the integral or partial differential atjans
broadband antennas nowadays like bow-tie, vivaldinto algebraic equations by expanding the unknown
TEM horn, etc., could not fulfill all those prefeiees. quantity into a set of linearly independent known
functions.
The small size constraint leads the investigation t
the use of planar microstrip antennas. Up to now, The use of MoM to find the field response on an
many microstrip antennas radiator are designed antenna surfac8 accurately, requires that the surface
using popular shapes like rectangle, circle, angle. antenna should be discretized properly. Discradizin
In the last few vyears, researchers proposdate surface of an antenna into triangular meshahas
modification of tear-drop shapes in the design dbenefit due to its capability to follow the confdtyn
planar dipole antenna [1]. It was reported that thef the antenna geometry.
antenna worked well in terms of impedancéfo model the patch structure with triangle meshes,
bandwidth from 1 - 10 GHz. Unfortunately, analyticaboundaries of the structure should be specified. Fo
model and systematical design process were nexample, to create an arbitrary planar dipole, one
approach is to divide the structure into number of
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cells. Each cell consists of a pair triangle. Thibre,
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/" Random ﬁ\.‘

maximum number of cells ix and y-direction are \_Chromosomes / o
specified. The arbitrary shape of the patch isiobth l -
by randomly generating the number of cells xn
direction for everyy-interval. The number of cells Transform into patch structures GA-BWG
generated inx-direction should be below than the (triangulation)
specified maximum value of cells in that direction l
After that, ItheIfDeLaunaytrl|apgulat|l'c]>.n is performed.b Ty G M EGS SanEe Ehd p—
An example of the result from this process can assign the RWG basis funetion
seen in Figure 1. l
Calculater;r;rlixmpedance RWG-MoM
nnat b l
002 Set the excitation RWG-MoM
' l
0o1E E
i Calculate the surface current RWG-MoM
of ———————
X 7 Feeding l
Location
il ] Calculate the Zin,u and RWG-MoM
return loss
o002r 7 l
Map the return loss values into
ol | the scoring scheme GA-RWG-MoM
-UD‘WS 0000 oos 3.‘0I DEiWE Rank all structures/
Figure 1: Example of a random planar dipole chromosomes GA
In this casex andy-axis symmetric condition is X Y i s
imposed. The triangulation process gives infornmatio Qonef&;) > End )
about the mesh in two arrays " o /
e array of Cartesian coordinates in 3 Dimensiol IND
(x.y2), . Pick parents and perform GA
¢ array of node numbers for every triangle. mating (crossover)
By this information, the number and location of all l
triangles and edges are known.
. . L . Perform mutation GA
In this work, RWG basis function is chosen. It is ¢

set of vector basis functions suitable for use whih
EFIE and triangular patch modeling [9]. To synthkesi

Figure 2: GA-MoM-RWG integration

and optimize arbitrary patched antenna, we combine

the advantages of genetic algorithm and method of The process begins by initializing random
moments, using Rao-Wilton-Glisson (RWG) basighromosomes. If, for example, the number of cells i
function defined on the triangle mesh. Their relati every row (gene) is the same, then a planar reletang
can be seen in the flowchart of figure 2. Eachteaty  dipole is obtained. Genetic algorithm will change t
radiating element is composed of random series alimber of cells in every row to obtain the optindize
cells, row-by-row. One cell is composed of a pdir oshape of the radiating element that fulfills thealgo
two triangular patches which form a rectangularhe size of the cell should be belowl0 of the
patch. We map the number of cells in each row intaighest frequency simulation. The higher the number
bits representation, which is the gene. Combinilhg aof cells, the smoother the shape of the radiating
genes will result in the chromosome creation, wiéch element constructed. After the structure is cowséml
the bits representation for all rows. Chromosompased on the chromosome information, triangulation
represents the structure to be optimized. by using built in Matlab function, delaunay.m, is
performed. Identification of boundary edges and
inners, or common edges is needed before the
assignment of basis functions.
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42=2 = 21 parameters. The symmetric condition
Following this step, impedance matrix calculationnormal to the feeding axis, leads to the conseqienc
which takes the most of the computation time, ithatC should be odd. If a pure random search is used,
performed in all pre-defined frequency pointsthen there will be 12or 4.6 x10? structures need to
Feeding edge excitation/is set at the edge closest tobe examined.
the origin. Based on this setting and the reswainfr
the impedance matrix calculation, the surface etirre  In this simulation, the number of populatibipop
can be found by using a matrix inversion methode This chosen to be 16 while the iteration or genenatio
input impedance is calculated basmd the ratio of number is 40. Mutation is set to 10% of the totéd b
voltage and current on the gap, or at the feedilyggee in all chromosomes (population). Random single
Then, the return loss is calculated by using foemul  point crossover is used here to mate the picked
parents. Selection strategy for parents is based on
RL =10 loglF, (1)  proportionate selection (roulette-wheel selectisn)
that every chromosome has a chance to be pickad as
wherel};, is the input reflection coefficient, obtained parent, proportional to the goodness of its scatae:

from The scoring scheme will map the interval value of
_ return loss at every frequency point into sometpesi
P oo oA =0 numbers.
G4 T & ()

The number of frequency point is proportional to
whereZ, and 2, are the input impedance of antennghe length of the computation time. In this simigiaf
11.5 GHz using 21 frequency points, or 500 MHz
The goal of this process is to minimize the retur§Pacing. After achieving the results, by using the
loss at every defined frequency point, at leasbwel ~Scaling properties of antennas, the optimized tesul
10 dB. A scoring scheme is developed to evaluatill be scaled two times smaller and examined fier t
every structure generated randomly (at the begg)nin 'ange 3 GHz to 30 GHz.
or genetically (for the following generation). Thext
step is to rank all structures to determine thedgess

of the structure. Decision should be made by IV. SIMULATION RESULTS
considering the result from ranking step, either to . . .
continue the process or simply to end it. We obtain at least 15 structures which their return

loss values are below -10 dB in the frequency

If the decision is to continue the process, then tHPPtimization range and the best six structures are
next step is to select parents and perform mating given in figure 3. All six structures have smooth
obtain new chromosomes (children). A newshapes and have only some variations in the far-end
generation is created that has a chromosonfdrvature, or the boundary parts which are far from
combination from the parents. To open newhe feeding eo_lge._ These structures are optimized to
possibilites and enrich diversity, mutation ishave a very wide impedance bandwidth (return loss).
performed. In this way, the solution is prevented tT0 achieve the wide impedance bandwidth
reach the goal too fast or stuck in the local maim réquirement, the structures should have a frequency
Following those processes, a loop is created fer tindependent or a non resonating behavior. Resonant
new generation to calculate the impedance matrigiructures generally have sharp edges or abrupt
impedance input and the return loss. Now, the c‘mrecha\nges (discontinuity) in their curvature. Typical

and following generation is obtained geneticallgt n €xamples of resonating structures are wire antennas
random anymore. and square or circular microstrip antennas.

The structures in figure 3 are likely non-resorgtin
. SIMULATION SETUP ones due to their smooth and curved contour. They
have monotony increasing number of cells in the
The number of cells used in this simulatioNis: ~ consecutive row until they reach the maximum
R x C= 44 x Ccells, whereR is the fixed number of nNumber of cells in a row, approximately in the niédd
row while C is the variable number of cells in everyOf the structure. After that, their contours arestant
row, ranging from 1 to 23. Two rows which intersec@nd tend to get narrow again.
the feeding edge location are set to have onlycefie
Since the structure to be optimized are arbitrdapar
symmetric dipoles (to have symmetric radiation
pattern), the task of optimization is reduced thaH.
The number of parameters (cells in each row) to be
optimized by using genetic algorithm are reduced to
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V. CONCLUSIONS

A novel approach on synthesizing ultra wideband
antennas using genetic algorithm has been presented
The optimized structures, which could work frono3 t
30 GHz, have similar curvature behavior along the
boundary edge. They are narrow and smooth,
especially near the feeding location. Their georegtr
show an increasing width until around the middle of
the structure and tend to decrease until the fdraén
the structure.

We plot the return loss values for every structure.

Figure 4 and 5 show that all structures have quite
similar performance (below -10 dB from 3 GHz to 30
GHz), where the structure #6 in average, has the

smallest return loss. Those plots are referencebeo

impedance of 200 Ohm.
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AstractMobile Number Portability (MNP)
service is one of method which can be applied
to increase the fair competition among
operators is to implement. This concept offers
the ability to retain their MSISDN number
when porting from one service provider to
others. One of the technical solution to
support the implementation of this service is :
Intelligent Network based Solution which has
more benefits than others such as SRF based
Solution and Call Divert Solution. This
solution has been chosen supported by
decision making method based Analytic
Hierarchy Process (AHP) and eight criteria
which most influence to choose this method as
suitable solution to be implement.

1. Introduction

The growing of cellular
telecommunication in Indonesia is very fast.
In this condition, it is possible for someone
has more than one cellular number, even
from different operator. Because each
operator has its own benefit specification.
Mobile Number Portability(MNP) makes
user could retain their existing cellular
number when changing mobile service
provider (operator). By implementation
MNP, prefix number is not reflected the
specified operator but could own by another

operator. It has been stated in the decree No.

36/1999, that numbering is limited resource,
so the numbering have to manage by
government [1].

Main objective of developing MNP is to
provide fair competition among the existing
cellular operators in order to reduce tariff
telecommunication. By decreasing tariff, so
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the number of sumbscriber will increase.
The most important problem in global
roaming is that the MNP is not implemented
yet in the most country in the world [2]. This
condition cuase that the competition is not
happened yet and the position of user is very
weak in those country.

2. Selection of Technical Solution for
MNP Services

Analytic Hierarchy ProcesfAHP) is used
in order to decide the best technical solution
in implementing of MNP service in
Indonesia. The AHP method is used to
select the best alternative solution among IN
based solution,Signaling Relay Function
based solution and Divert call solution.
Each solution will be evaluated and ranked
the degree of priority based on eight factors
that influence and become reason in order to
select technical solution in MNP service.
These eight factors are as follow

e Timing (TM); whether that the selected
solution is suitable with the exissting
GSM network and the possibility
implementation

« Cost Effectivenes¢CE); the selected
solution is concerning in the investation
fund that has been spend.

o Compatibility with International
Standards(CS); The selected solution
have to comply with international
standard in order to make easy for the
future developing and cooperation
between vendors

« Portability Within and Across Mobile
Technologies (PM); the selected
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solution have to accommodate another
cellular technology that will be joined

e Impact on Other SolutionglO); the
selected solution has the capability to
use another application

« Operational Support Systef©S); the
selected solution have to concern in
administration customer porting and to
control distribution information porting
number

* Routing ArrangementgRA); whether
that the selected solution has impact to
the existing routing call.

« Interconnection of Networks(IN);
whether that the selected solution has
impact to interconnection

3. Analyze MNP Service based on AHP
creteria

a. MNP Solution based on IN

In solution based on IN, the originating

network will make query to number

portability database in order to identify the
operator of the called party, by getting the
prefix-network which show the identity the

operator. The calling is transmitted to
resipient network and then proceed as
normal GSM call.

b. MNP Solution based on Signalling
Relay Function (SRF)

MNP solution based on SRF is one method
that has adopted in Britain, so popular to call
as UK solution. This solution is used the
capability of CCS No. 7. CCS No. 7 has
capability to captureMobile Application
Part (MAP) in GSM system and manipulate
so can be transmitted to destination network.
By using this capability, MNP service can
be implemented in GSM system.

ISSN: 1411-1824

4. Supporting System Analytic Hierarchy
Process (AHP) Decision

In here, two technical solution will be
compared by introducing the value that
shown the priority of each solution. This
value is shown at Table 2.
Table 2
Scale Value of Qualitative Comparison

Value

Desciption

1 | Alternative A is as equal importance|as
alternatif B

3 | Alternative A is moderate importance
than alternatifive B

5 | Alternative A is strong importange
than alternative B

7 | Alternative A is very strong
importance than alternative B
9 | Alternative A is the extreme

importance than alternative B

2,4,6,¢

If both alternatives have closed value

By observing into the operator GSM

condition, we find the value of eight criteria

for selection process technical solution as
given in Table 3.

Table 3
The Value of Criteria Comparison
TM |[CE|CS|PM [IO |OS|RA | IN
™ | 1 |1/3] 5 5 7|7 3 3
CE| 3 1] 7 7 7] 7 5 5
CS| 15| 17 1 1 3] 3] 13 1)
PM | 1/5 | 1/7] 1 1 3| 3| 13 1
IO | 1/7 ]12/3]1/3 13| 1| 1] 1/5 1/8
oS | 7| vy7, Y3 1/3| 1| 1| 1/3] 1/3
RA | 13| 1/5] 3 3] 5/ 3 1 1
IN | 1/3 ] 1/5] 3 3 5/ 5 1 1

Between criteria is then compared for
pairwise of technical solution, the results are
given in Table 4.

Table 4

c. MNP Solution Based on Call Diversion Weighted Value of Technical Solution
(CD) Comparison

: o Weigh
According to the switching network CRITERIA | SOLU | SOLUTI
capability, MNP solution based on call TION ON ted
diversion can be implemented in short time A B Value
because there are not need to make any IN SRF 5
changing. ™ IN CD 3
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SRF CD 3/5
IN SRF 5
CE IN CD 1/3
SRF CD 1/5
IN SRF 1
CS IN CD 1
SRF CD 1
IN SRF 5
IN CD 1
PM SRF CD 1/3
IN SRF 3
10 IN CD 1
SRF CD 1/3
oS IN SRF 5
IN CD 3
SRF CD 1/3
IN SRF 3
RA IN CD 3
SRF CD 1
IN SRF 5
IN IN CD 3
SRF CD 1/3

Table 2 is then normalized to find the real
value of comparison criteria for each criteria
(TM, CE, CS, PM, IO, OS, RA, IN). The
normalized criteria for TM-TM criteria is
given by

Normalized TM-TM is given by

_ (TM-TM objective)

(Total weighted criteria value in onelocamn)
_ 1
- (1+3+0.20+0.20+0.14+0.14+0.33+0.:
=0.18683 (1)

By doing the same step for each column, the
matrix normalization can be shown in Table
5. Weighted criteria is the average value of
one criteria in one rom. By doing the same
step to find weighted criteria, the normalized
value for technical solution can be found.
The wieghted priority is sum product each
criteria in technical solution by weighted
criteria which given as

Weighted priority
= (weighted technical solution X
weighted criteria)
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The weighted priority for technical solution
based on IN, SRF solution, and Call Divert
solution can be shown in Table 6. It is
shown from Table 6, that the best solution
for implementing MNP service in Indonesia
is technical solution based on IN.

6. Tariff Model For MNP Services

Cost recovery mechanisms in MNP should
promote competition, and not weaken the
benefits which number portability would
bring in the mobile market. The costing
principles are intended to form the basis for
determining inter-service provider charges.
It is important to show benefit of MNP
service to porting customer, non-porting
customer, and operator.
a. Effective Competition
This means that the charging structure
should not distort competition or deter
service providers from introducing MNP
b. Cost Minimization
Charging principles should encourage
carriers to minimize their costs by
ensuring that all service providers
receive the appropriate incentives to
adopt efficient technology and business
practices.

c. Cost Causation

The principle of cost causality requires that
a customer, whose decision to port this
number causes costs to be incurred, pay for
these costs. Thus, the principle of cost
causality is important for ensuing efficient
allocation of resources.

d. Distribution of Benefits

Cost recovery mechanisms should recognize
that ported mobile customers are not the
only beneficiaries of number portability.
Benefits from MNP accrue both to
customers porting their numbers and also to
mobile customers in general through
increased competition in the mobile market.
The non-porting customers would also
benefit from fewer misdialed calls.

e. Reciprocity dan Symmetry

Cost recovery mechanisms should, as far as
possible, be symmetrical and reciprocal,
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given that portability needs to be offered in
both directions.

f. Relevant Cost

The relevant cost principle requires that only
those costs that are incremental to providing
MNP should be recovered through inter-
service provider charges.

7. Cost for MNP

In general there are 3 types cost in MNP

service as follows

a. System Setup Cost

System set-up costs are the costs incurred by

the service provider in order to establish the

technical and administrative capability to
provide portability. In particular, costs of:-

- Establishing and maintaining the
databases that contain information on
ported numbers.

- Making network and system
modifications, configurations or
reconfigurations, operation, maintenance
including adapting or replacing software
and billing system.

- Testing functionality within  the
applicable systems and in conjunction
with any other service provider's
systems.

b. Additional Conveyance Costs

Additional conveyance costs are the
additional costs for conveyance of an
individual call to a ported number.

Conveyance costs are associated with

resources used in:-

- Effecting the switch-processing required
to set up each ported call, and

- Providing the switch and transmission
capacity for any part of the duration of
each ported call additional to the costs of
conveyance of non-ported calls from the
donor service provider's network to the
recipient service provider’'s network.

c. Administrative Costs
Administration Costs are the costs incurred
in the porting of an individual number. The

costs incurred by the service providers in
changing the number records in its network
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and the administrative costs involved with
respect to each number ported

8. Some Factors Influenced MNP Tariff

In MNP services, there are some factors that
influence MNP service.

a. Call Scenarios
There are some call
services:

- originating call form donor network and
terminating call to ported numberin
resipent network

- originating call from donor network and
call terminating to non-proted number at
resipent network.

- Originating call from donor network and
terminating call to ported number to
resipent network from network of
another operator

scenarios in MNP

b. Relevant Costs

Some costs that relevant with each call
scenarios, these costs are:

 Network Component Costs

e Operation and Maintenance Costs

e Other costs

c. Relevant Volume of Ported Customers
Relevant volume of ported customer should
be predicted in determine MNP tariff.

9. Analyze Tariff of MNP Service

Refer to other country that had implemented
MNP services, the following lesson learn
can be adopted:

- Administration cost is paid by user who
want change provider.

- Call scenario to ported number is different
than that to non-ported number.

- Tariff for call ed made to ported number is
based on interconnection scenario plus
conveyance cost

- No fixed cost charges to porting number.
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13. Conclusion

1. The technical solution based on IN is the

best solution for implemtation MNP

service in Indonesia at the moment.
2. Cost for MNP services includus
- Administration cost is paid by user

who want change provider.
- Tariff for call ed made to ported

number is based on interconnection
scenario plus conveyance cost
- No fixed cost charges to porting

number.
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Table 5. Normalized Value for Each Criteria Comgani
Normalisasi [ TM CE CS PM o] oS RA
™ 0.18683| 0.13359 0.24194 0.24194 0.21475 0.23B33 678&| 0.26786
CE 0.56050| 0.40074 0.3387]L 0.33871 0.21975 0.23B33 4643!| 0.44643
CS 0.03737| 0.05725 0.0483p 0.04839 0.09375 0.10p00 29G®| 0.02976
PM 0.03737| 0.05725 0.0483p 0.04839 0.09375 0.10p00 29@®| 0.02976
10 0.02669| 0.13359 0.01618 0.01613 0.03125 0.03B33 178®| 0.01786
0S 0.02669| 0.05725 0.01618 0.01613 0.03125 0.03B33 290@®| 0.02976
RA 0.06228| 0.08013 0.14516 0.14516 0.15625 0.10P00 89Q®| 0.08929
IN 0.06228| 0.08015 0.14516 0.14516 0.15625 0.16p67 89Q®| 0.08929
Table 6. Weight Priority of Technical Solution
™ CE CS PM 10 OS RA IN ngg_ht
Weight Criteria 0.22 0.37 | 0.06 0.06 0.04 0.03 0.11 0.12 Priority
IN Solution 0.65 0.22 0.33 0.48 0.43 0.63 0.60 0.63 0.45
SRF Solution 0.13 0.13 0.33 0.11 0.14 0.11 0.20 0.11 0.15
Call Divert 022 065 033 041 043 026 020 026 | 041
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Wavelength Dependence in Three Waveguides Diredition
Coupler Using Method of Lines

Helmi Adam?, Ary Syahriar*®
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Abstract- The directional coupler is the important
component in optical communication, it use in many
application such as optical power splitting, wavelength
multiplexing and other application. The basic principle
in directional coupler is power transfer between two
paralel waveguides via evanescent field. In the three
waveguides directional coupler that are consist of three
paralel waveguides, this can be analyse for case when
the wave launched in the center of waveguide, or in one
of two of the outer waveguides. In this paper, we
perform the analysis of three waveguides directional
coupler by using method of lines. By this method, the
power transfer between waveguide and the wavelength
caharacteristic can be analysed. The interesting
caharacteristic is when multiple wavelength launched,
the output power in each wavelength in all waveguideis
not same and become sinusoidal.

Keywords-- Three paralel waveguides, directionalger,
method of lines.

I. INTRODUCTION

oday, the directional coupler [1] become the mos
famous optical component. Many research have been

carried out for this device. The basic principlalirectional
coupler is power transfer between two paralel waidss
via evanescent field. When two paralel waveguideced
closely together the evanescent field travellingnfrthe
throughput fiber reaches the coupled waveguideexuite
a mode in it. The power will transfered betweenpted

waveguide periodicaly. The coupled propagation can

stopped by choosing the length where the poweddieis
need.

The basic structure of three waveguides direction

coupler consist of three paralel waveguides, stait be
analyse for two case. First case is when the inyaite
launched to the center of three waveguide, anddicend
case is the input wave launched to the one of tivth®
outer waveguides, both of two case will producéretift
characteristic.
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Figure 1. Three waveguides directional couplertsingc

The coupled mode theory [2], usually used to amralys
the directional coupler structure, for three wavdguthis
theory is possible. But, because of the complexcaire, it
will complicated [3]. So, in this paper we try toayse this
component using one of the numerical method [4§ th
method of lines [5]. This method was proven vergfuk
and accurate for design and analyse many optical
component structure.

We can perform this method by divide the structure
with several line in transversal direction, didedt the
differential form in wave equation, and find thesuk by

f{nding the eigen value. Then we can get the fofrmode
in waveguide.

In this paper we assume the three of waveguide is
identical symmetrical, and equally spaced
II. THE METHOD OF LINES

To analyse three paralel waveguide with method of

lines, we need to divide the structure with sevdira in
transversal direction, so that become some parh wit

agistance between line isx [5], like shown in figure 2.
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Figure 2. Discritization of three waveguides dir@eél coupler

sructure

First, we use Helmholtz equation for TE modes,

0%E, 0°E
y y 2
+ +k“E. =0
ox?  o0z° y
0°E, _
For o2 we can use central difference,
X
62Ey _Eiat+2E +E
ox> AX?

We subtitute equation (2) into (1) :

0%E
Y+

07>

Eii-2E +E

e 'L+ k2nA(XE,= 0
X

Equation (3) can be write in vectorial form :

e
0%, ., -

WhereE is transpose of column vector that consist

E(x) field in x;,%,...%, point.
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And Q2 can be write as :

(-2 1 0 . 0]
L 1 -2
~2
=——=1 0 e 0
Q AX?
. =2 1
0 0 1 -2
n, O 0
0 n,
+ ko )
. 0
_0 0 Nen |

Ny, N, ... Ny IS refractice index in waveguide structure
that round irxy,%,,...x, point.

Q? consist three diaginal matrix, to solve the equmati

we need diagonalization :

p=TQT" (6)

Where [3 is diagonalization result fromQ? that

(1) consist eigen value, arifl consist eigen vector from?.
Then, equation (4) can be rewrite as :
d°E
Y | 32 2
——+B°E=0 7
e B )
(2) , , . :
Equation (7) is wave equation that propagatezin
direction. If we assume wave reflected to direction is
very small so can be neglect, the solution is :
E =e'™® 8
3) (8)
To find solution of wave that propagate alomg
direction, we can use :
E=Te”T'E, ©)
4)

Power in eaclz point can be described as :

©

2
jE(x,O)E(x, z)dx{

©

P@) = (10)
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1.457, cladd refractive index 1.463, wavelength? luf,
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equal atz = 940 um. This can used to make directional
coupler that divide output to the same part. Bunfinput
Figure 3 show wave propagation in three paralédunched into one of two outer waveguides, is Haréind
waveguide. In this simulation we use core refi@ctndex equal power for each three waveguide.

core width is 5um, and distance between waveguide is 5

um. This 3-dimension simulation can be obtain usiegm
propagation method (BPM) [4], the result from methaf
lines in equation (9) calculated in each point in

propagation direction.
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Figure 3. Wave propagation in three waveguide
directional coupler
(a) Input launched into central waveguide
(b) Input launched into outer waveguide

If an input wave launched into the center wavegutde
will coupled to two of outer waveguide, and the powill

Normalized power

Normalized power

trasfered. We see the power of each waveguide becom
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Figure 4 show the mode profile of input and output.
Input launched to center waveguide can divide tored
output in equal size of power (33%). This inpugét at z =

0 um, and the output at= 940um.
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Figure 4. Power distribution in three waveguide
directional coupler

Figure 5 show power along the propagation in three
paralel waveguide. In this simulation we use twothod.
The power in each waveguide can calculated by ratem
field in each waveguide in eaelpoint in figure 3.
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Figure 5. Power along the propagation Figure 6. power level of each wavelength valueachewaveguide.
(a) Input launched into central waveguide
(b) Input launched into outer waveguide As we see in the figure 6, the power distributismot

) _ flat but sinusoidal, so it will be make three wanielgs
In the figure 5(a) all power of three waveguide meeyirectional coupler difficult for used in multipleavelength,

periodically, it mean each waveguide have equalgg@ta hecause the power never have same level in each
meeet point. In figure 5(b) we don't find any meetint  \yavelength.

between three waveguide, it mean the power is neyeal
each other along the propagation. In all of waveguthe V. CONCLUSIONS
power travel in the propagation direction sinustyda

The three waveguides directional coupler can be
analyse for two case. If a wave launched into tbeter
RNaveguide it will coupled to two of outer waveguidg a
point, power of each waveguide become equal. Bukei
launched a wave to one of two outer waveguide lit vaird
o find a point that all of waveguide in equal sefepower.
all of waveguide, the power travel in the progiaon
ection sinusoidally.

All previous simulations are using single waveldngt
at 1.52um. For WDM we use many wavelength as carrie
hence we will analyse this three waveguides divecti
coupler for their effect of wavelength.

Figure 6 show the power level of each wavelengt
value in each waveguide. This simulation using ievgth dir
range between 1.3im - 1.55um. Figure 6(a) using z=940
um as the meet point of simulation in figure 5¢nd for

figure 2 we use z=1500m. For multiple wavelength. the power distributioneiach

wavelength is not flat but sinusoidal, so power arelvave
same level in each wavelength. That make the three
waveguides directional coupler difficult for usedmultiple

wavelength
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Abstract :

The equilateral triangular radiator patch micrpstantenna isdeveloped to obtain circul:

polarization to support next generation of mobdégellite communication by using Quasi-Zenith sételThe
Quasi Zenith satellite is designed for Global Rosihg Services (GPS) at the Band frequency which will k

launched year 2008 by Japan on position geosynohgeoorbit.

The Antenna is designed to uset5teed

network of quadrature coupler hybrid°a@ansmission line of microstrip with single mient of radiator patc
trilateral. The antenna is designed to operatehatresonance frequency 2.62 GHZhe simulation an
experiment result showed good agreement for theatipg frequency, the return loss and axial ratio.

1. Introduction

Recently satellite technology continue to
expand for the application of global
communications such as GPS. It is estimated in
the year 2008 Japan will launch satellite
technology that called Quasi-Zenith Satellite
System (QZSS). Quasi-Zenith satellite to be
launched to consist of three satellite occupied
trajectory situation geosynchronous ot
Frequency allocation for the system of Quasi
Zenith satellite at the frequency 2.6 GHz ( 2.605
GHz - 2.630 GHz )2].

The equilateral triangular patch of single
element is designed as receiving antenna with
circular polarization characterisig. The
circularly polarized is generated designed by
using fed coupler hybrid network as phase
shifter [4]. Furthermore the antenna geometry is
design by using cavity modB]. The target is to
obtain circular polarization axial ratic 3 dB
and maximum gain 6 dB .

2. Design and Specification Antenna

Figure 1 is the microstrip antenna design
form consists of transmission line and a patch.
Geometry of the substrate antenna is W x L = 82
x 123 mm, where side length of patehand b),
the line length ( L7) and the line width ( W).
And the substrate media specification is TLY-5-

Proceeding 10 Int'l QIR 4-6 Dec 2007 ICT - 25

0310-CH / CH has thickness ( h) 0.8 mm with
dielectric constantgf) 2.2.

Side footage of radiator patch uses the
theory method cavity model of resonance
frequency 2.62 GHz. Trough the usage of
dominant mode for Th obtained the side
length of a patch is 51.465 mm. Because of the
fringing effect existence, so the effective.f
length of a patch obtained equal to 50.925 mm
[5,6].

FOTILr g
Hybrid 96°

Figure 1 Design microstrip antenna.
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From the above antenna design known the size
dimension d.h : a = 51.0578 mm , b = 50.48
mm, L1 =24.6 mm, L2 = 45.92 mm, L3 = 17.22
mm, L4 =14.76 mm, L5 = 9.02 mm, L6 =
28.7 mm, L7 = 11.48 mm, W1 = 2.46 mm, W2
= 4.1 mm, W3 =2.46 mm.

Input impedance 5Q of fed network at
transmission line obtained fed line widthw()
equal to 2.46 mm. For the network designed by
using hybrid coupler 1A, for the effective
relative permittivity constantefs ) 1.87, andly
obtainedA4 is 83.94 mnij4,7].

To obtain the maximum result from
some antenna parameters, can be conducted with
change of fed loci positions between two port
output lines of hybrid coupler network to patch’s
side.

3. Result and Discussion

To result of antenna can be seen by
parameter characteristic of return loss, Voltage
Standing Wave Ratio (VSWR), axial ratio and
of gain through simulation and measurement
[7,8]. Simulation conducted by using Method of
Moment (Mom) software and measurement
conducted by in Laboratory
Telecommunications, Faculty Engineering of
University of Indonesia by using Spectrum
Analyzer Anritsu type of MS68B3. At
measurement of microstrip antenna of two port
input line attached by SMA connector with
impedance 5@ , where one port line which is
isolation attached by a dummy load with
impedance 5@ .

Figure 2(a) showing graph result of
simulation at bandwidth frequency of return loss
<-10 dB equal to 119.6 MHz ( 2.55 GHz — 2.
6696 GHz), where minimum of return loss equal
to — 26.78 dB at resonance frequency 2.621
GHz. While picture 2(b) is graph result of
measurement bandwidth frequency of return loss
<-10 dB equal to 53 MHz ( 2.596 GHz ( marker
1) — 2.649 GHz ( marker 2)), where minimum of
return loss equal to — 32.684 dB at resonance
frequency 2.624 GHz ( marker. 3\t parameter
of return loss obtain shift the resonance
frequency between of result simulation and
measurement equal to 0.11 %.

Figure 3(a) is graph result of simulation at
bandwidth frequency of VSWR 2 dB equal to
37.7 MHz ( 2.6011 GHz — 2.6388 GHz ), where
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minimum VSWR is 0.796 dB at resonance
frequency 2.621GHz.. Figure 3(b) is graph result
of measurement at bandwidth frequency of
VSWR < 2 dB equal to 53 MHz ( 2.596 GHz (
marker 1) — 2.649 GHz ( marker 2)), where
minimum VSWR is 1.09 dB at resonance
frequency 2.624 GHz. Result of simulation and
measurement obtained shift the resonance
frequency equal to 0.11%.

— DB ]
Bl Ziichre |

Frelnensi Vs Retum Loss

Fetm
Losgs
(dE)

155 GHz
5 -10 48

20696 GHZ
-1dg

25 1641 GHz
2678 dB

30

3]
e
o]
2]
0

Freue iy GHZ

Figure 2.(a) Return loss Vs Frequency of

simulation.
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Figure 2.(b) Return loss Vs Frequency of
measurement.
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Figure 3(a) VSWR Vs Frequency of
simulation.
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Figure 3(b) VSWR Vs Frequency of
measurement.

For result is required by circular
polarization of parameter axial ratio3 dB3].
Figure 4(a) is graph result of simulation at
bandwidth frequency of axial ratfo 3 dB equal
to 47.7 MHz ( 2.58615 GHz — 2.63392 GHz ),
where minimum of axial ratio is 1.073 dB at
resonance frequency 2.61GHz. Figure 4(b) is
graph result of measurement at bandwidth
frequency of axial ratiec 3 dB equal to 40 MHz
( 2.61 GHz — 2.65 GHz ), where minimum of
axial ratio is 0.61 dB at resonance frequency
2.63 GHz.. Result of measurement and
simulation obtain shift the resonance frequency
0.76 %.
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2.58615 GHz
2.63392 GHz

Axial
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(dB)
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Frequency (GHz)

2.64

Figure 4 (a) Axial ratio Vs Frequency of
simulation.
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Figure 4(b) Axial Ratio/s Frequency of
measurement.

Figure 5 is graph of gain to frequency
result of measurement. For the frequency 2.58
GHz up to frequency 2.7 GHz obtained by
maximum gain is 6.07 dB at frequency 2.62
GHz This result have showed from
characteristic of antenna where the target of
maximum gain which expected equal to 6 dB.

6.2

Gain (dB)
o o o o
3 o © o [

o
>

o
o

5.4
258

259 26 263 2.64 265

Frequency (GHz)

Figure 5 Gain Vs Frequency of measurement.
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[71.

4, Conclusion

The equilateral triangular radiator patch  [8].

microstrip antenna fed by quadratur@ Bgbrid
coupler yield resonant frequency Quasi Zenith
satellite. The characteristic of antenna can be
seen from measured parameter value to through
measurement or simulations. The result of
simulation and measurement bandwidth  of
VSWR < 2 dB are 37.7 MHz and 53 MHz,
respectively the axial ratis¢ 3 dB where the
minimum 1, 073 dB on simulation and 0.26 dB
measurement at resonant frequency. The
respectively maximum gain is 6.07 dB. Thus by

implementation of antenna with those

characteristic have a standard is such as

expected at operating frequency of Quasi

Zenith.
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Abstract -In this paper, a modified and
compact design of V-Shaped Linear
Tapered Slot Antenna (VLTSA) with the
Coplanar Waveguide (CPW) Feeding as an
Ultra Wideband Antenna is proposed and
sudied by smulation and experiment. It is
demonstrated that this antenna design has
an impedance bandwidth of over 4 GHz,
and the antenna gain varies within the

impedance bandwidth. _
Keywords — V-Shaped Linear Tapered Slot
Antenna, Coplanar Waveguide, Ultra

Wideband, Microstrip Antenna.

|.INTRODUCTION

The needs for Ultra Wideband (UWB)
Antenna for various applications such as
telecommunications and ground penetrating
radar have recently attracted many attentions.
The antenna for future applications especially
for telecommunication must be practical,
lightweight and easy to be handled. Microstrip
antenna has these characteristics except that it
has narrow bandwidth. The narrow bandwidth
characteristic of microstrip antenna can be
enlarged by various methods. One of the
methods that can be used is the slot technique.

The slot technique itself has several kinds
of methods that can be used to make larger
bandwidth for microstrip antenna; such as log
periodic slot, spiral slot, or just a rectangular
slot. In this paper, we use Tapered Slot
technique, especially V-Shaped Linear
Tapered Slot Antenna (V-LTSA) technique
because it has many advantages mentioned in
[1] and [2] such as wider bandwidth, very
compact and low cross-polarization. V-LTSA
is a variant of Tapered Slot Antenna.
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The design of V- LTSA in this research is
based on reference [2]. In reference [2], the V-
LTSA is designed for Low Earth Orbit
Satellites (LEOS), with the feeding technique
uniplanar microstrip-to-coplanar strip line type
feed. This feeding type is compact but more
complex to design rather than with CPW feed.
CPW feed has attracted many researchers
because of its advantages such as little
dispersion, low radiation loss, easy to adjust
the impedance matching of antenna and easy to
be integrated to Microwave Integrated Circuits
(MMIC).These advantages of the CPW are the
reason of this research to use CPW feed
combined to V-LTSA.This antenna is designed
for frequency around 1.5 GHz to 6 GHz
because it's potential applications in
telecommunication.

[I. MICROSTRIP ANTENNA

Microstrip antenna is a simple configuration
which consists of radiation patch on one side
of a dielectric substrateJ and a ground plane
on the other side of it. Fig.1 shows the simple
configuration of a microstrip antenna with
rectangular shape patch.

Substrate

Ground plane

Fig. 1. Configuration of microstrip antenna
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The patch conductors are normally of
copper and can assume virtually any shape, but
regular shapes are generally used to simplify
analysis and performance prediction.

The substrates are flexible in nature which
can also be suitable for conformal wrap-around
antennas with usual dielectric constant of2.2
€ < 12 for frequency 1 to 100 GHz.

[1l. ANTENNA DESIGN

A.V-Shaped Linear Tapered Slot
Antenna

To design V-LTSA, there are some
important variable parameters which influence
the characteristic parameter of the antenna.
They are as shown in Fig 2:

1. Inner Angle §,)

2 Outer Angle §.,),

3. Length of tapered slot (L3).

Those three parameters are important in
controlling the achievable bandwidth. For the
inner and outer angle, reference [3] mentioned
that the ratio between outer and inner angle
should be around 20 and after several
simulations, the best angle was fdr = 1.82
and02 = 9.258

B.CPW Feed line

The V-LTSA is fed by CPW. To design the
CPW feed line, the dimension of parameters
width of CPW (W) and CPW feed gap (G)
must be determined to have the matching
impedance of 50 ohm. The tuning slot
(parameters L2, W2) and length of the feed
line (L) are than used in controlling the
matching of the feed.

After combining the design of V-LTSA
with CPW feed line, the antenna design
proposed is shown in Fig 2. The V-LTSA is
simulated wither = 2.2 and thickness of d =
1.57 mm.

The dimension of the proposed V-LTSA
design is:

70 mm x 35 mm. With CPW feed line: W =
3.6 mm, G=04 mm, L=259mm, L2 =49
mm, W2 = 6.8 mm. And for the tapered slot
part: L3 =42.4 mm,a=9.8 mm, b =7 mm,
c=3.5mm. Fohl =1.82,02 =9.25.

Proceeding 10 Int'l QIR 4-6 Dec 2007

ICT-26

ISSN: 1411-1284

< 70 mm:
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Fig. 2: Proposed V-LTSA Design
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V. RESULTSAND DISCUSSION
A. Simulation Results

Fig. 3 shows the simulation result of the
VSWR = 2 impedance bandwidth. This
impedance bandwidth is from the frequency
1.3583 GHz to 5.688 GHz. Therefore the
impedance bandwidth result from simulation is
around 4.3 GHz. This result has passed the
UWB characteristic ruled from Federal
Communication Commission (FCC). FCC
rules that an UWB antenna has fractional
bandwidth equal to or greater than 20% or has
bandwidth equal to or greater than 500 MHz

[4].

-4 DB(S[L.1]) ~
tapered

pere —
1.3583 GHz 5.688 GHz
-10dB -10 dB
a0 [ ¥ ) e

B A b

-20

Return Loss (dB)

-30

-40

-50
1 2 3 4 5 6
Frequency (GHz)

Fig. 3: Simulated Return Loss of Proposed
Antenna

B. Experiment Result

After designing the proposed V-LTSA,
which has passed the UWB characteristic, it
has been fabricated on RT Duroid 5880 with
er= 2.2 and thickness of d = 1.57mm. The
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antenna has also been measured in anechoic
chamber, where the measurement results are
shown in Fig. 4 and Fig. 5.

Fig. 4 shows the impedance bandwidth of
the V-LTSA. The impedance bandwidth starts
from the frequency 1.985 GHz to above 6
GHz. The precise upper frequency could not
be measured because of the limitation of the

measurement equipment provided in the
anechoic chamber.
B 23 Jun 2086 ©89:45:00
CHY s11 Los 9 dB/REF ¥ dU :-9.5256 g 1 785.509 186 MHz
>
PRm
MARKER| 1
1]. 5B55PBILEG |GHz
Cor
T
PN
N
START 1 000.009 A8G MHzZ STOP & 8906.060 804 MHz

Fig.4: Measured Return Loss of Proposed
Antenna

Fig. 5 shows the gain measurement of the
proposed antenna from 3.6 GHz to 5.6 GHz
due to the limitation of the measurement
equipment. The gain of this proposed antenna
is the absolute gain and varies from 1.76 dB to
5.36 dB within the impedance bandwidth. The
gain as a function of frequency shows that the
gain tends to increase as the frequency
increases. This phenomenon is usual because
based on Friis formula, the gain is
proportionally related to frequency.

Graph of Antenna Gain vs Frequency

Gain (dB)

PN W OO

o
L

Frequency (GHz)

Fig. 5: Measured Antenna Gain of Proposed
Antenna
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The radiation pattern was also measured for
frequency 3.3 GHz, 4.3 GHz and 5.3 GHz. At
frequency 3.3 GHz, the E-plan shows that the
main beam occurs at 106 130. Figure 6
shows the radiation pattern at frequency 4.3
GHz. The radiation pattern shows the main
beam occurs at 160-— 110, whereas at
frequency 5.3 GHz, the main beam also occurs
at 100 - 110.

For the H-plan, the main beam for frequency
3.3 GHz occurs at 166 120, for frequency
4.3 GHz at 100-11C and for frequency 5.3
GHz at 110- 130.

—a&— E Plane
—8—H Plane

Fig. 6: Measured Radiation Pattern of
Proposed Antenna at 4.3 GHz

Figure 7 shows the measurement result of
input impedance of the antenna. The
measurement shows that at frequency 1.98
GHz, the input impedance is 50.7 — 34%j
Therefore the antenna at this frequency is
capacitive. The figure also shows that the
input impedance of the antenna can not meet
the ideal VSWR = 1 which is at 0.
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Figure 7. Measured Input Impedance (Zin) of

designed

proposed antenna

V. CONCLUSION

The V-LTSA with CPW feed line was
fabricated and measured. This

antenna can be considered for UWB Antenna.
The simulation and measurement results show

that the antenna

is ultra wideband with

impedance bandwidth from 1.985 GHz to
above 6 GHz. The antenna gain varies from
1.76 dB to 5.36 dB within the impedance
bandwidth.

[1] Yngvesson,

2]

[3]
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AbstractDigital on-air television system has been
rapidly developed in the digital-era nowadays. The
analog TV system was broadcasted in 1941 for the
first time (B/W, NTSC), followed by colour NTSC in
1953. PAL and SECAM were introduced in 1960 and
in 1982 broadcast engineers developed the digital
video for the first time. HDTV as a new television
standard was initiated in 1990, MPEG1, JPEG, DBV
and MPEG2 are launched in 1991, 1992 and 1994,
respectively. Up to now these system are ill in
development and new technologies grow rapidly. In
Indonesia, most of TV stations have recorded video in
analog format and converted them to digital, however,
the broadcasting system transmits the video in analog
format again due to the receiving TV systems belong
to the audiences. Since the video is recorded and
edited on magnetic tapes, it could be damaged due to
scratch, dirt, fungus, and other physical disturbances.
Therefore, the quality of both video and audio will be
degraded. To solve this problem, the analog audio and
video signal could be converted to digital and
compressed to MPEG2 format to save the allocation
space. The whole editing system is performed using
computers and no tapes ar e involved (tapeless system).
This paper will discuss the conversion of analog audio
and video signals into digital format and evaluate its
performance in a real video production on a tapeless
on-air television broadcasting system.

Keyword: video audio processing, tapeless on-air
television system, MPEG2

I. INTRODUCTION

The advanced technology of digital audio-video

processing has been changed the television braaugas
industry. TV stations have to attract more audisnice
very tight competition and TV programs have to keoz
mistaken. One of the solution to have high quality
audio and video broadcasting is to convert theaandata
to digital format, eventhough the broadcastingtil is
analog due to the widely used analog TV receivin
systems belong to the audience. Since all of réocgsd

are converted to digital format, they are stored in
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computers storage, so the operation cost can heedd
because there are no video tapes needed. Preyithssly
magnetic tape in Betacam format is the major rengrd
storage in many TV broadcasting companies. Thege is
major problem in using magnetic tapes, i.e. theetap
player/recorder. Mechanical rotation in the tapel an
direct contact between the head and the tape dmaild
resulted in scratches on the tape surfaces. Tropigh
temperature and humidity could also introduced fisng
in the tape. Stacks due to mechanical problem @ th
player/recorder could also cut the magnetic tapelfit
Since all of these problems could be occured amytim
the production cost will rise and the risk of broasting
failure, which is the most fatal problem, will beorst.
More vulnerable digital audio/video format will sel
these problems, although still has some weakness in
storage system.

Digital on air and tapeless TV productiohave been
developed as a new trend in the world TV broadegsti
industries nowadays, including Indonesia. Seveidl T
stations have applied this system in their producti
lines. Using digital communicatiobroadband network
and digital storage the efficiency in space, time, cost
and high quality Audio/Video should be achievedha
production process. New broadcasting companies/in T
industry could also be built with less initial cost

This paper will analyze the digital audio/video
conversion process and the performance of digitedio
and tapeless TV production system in term of quailft
data and efficiency in time and storage space. The
sample data was taken from one of TV broadcasting
company in Jakarta.

II. BASIC THEORY

Image is a 2-dimensional data, which is formed ftbm
light reflectance of an object captured by an imaghe
imager could be human eyes, camera or scanners. The
intensity of light in the image could be expressed
f(x,y), where:.
(x.y)
f(x.y)

: cartesian-coordinate in 2-dimension
: light intensity at point (x,y)

The intensity function is a multiplication of theght
receivedi(x,y) and the reflectivity of the objecetx,y).
Light has color characteristic which is describedaalor
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temperature. In a clear day, the sun gives ligletrgn of
9000 fc (footcandle), 1000 fc in a cloudy day ap@il0Ofc

of a full moon in the night. The reflectivity r(X,gepends
on the capability of the object reflects the sigmdich is

0 for a perfect absorbance objects and 1 for perfec
reflective objects. The intensifgx,y) of a black and white Green CCD
picture is stated as gray level.

Red CCD

imin<f<ima>< (1)
Blue CCD

Color images is spectral images, which consisttiofee i i
basic color components per picture point (pixelploE Fig. 2. Prism block and the CCD
intensity at a pixel point is a composite of theethcolor )
intensities. In a TV system, color addition systenused There are 3 color systems that generally used én th
to compose any color, which is red, green and kdieer ~ World TV industry: Phase Alternating Line (PAL),
system is subtractive color mixing which is widelged National Television System cCommittee (NTSC) and
in printing and drawing. The pigment colors areliowe, SECAM (Séquentiel couleur a mémoire, French which
red and blue. The digital imageries are convertetnf Means sequenced color with memory) as shown in Fig.
analog images through sampling and quantizatiom. Fo3- PAL has 625/50 Hz scanning line per frame, 2t
examp|e, an ana|og image in 3x3 cm size is San"}njed per second and bandwidth 5,5 MHZ, while NTSC has
30x30 pixels which is stored as a matrix in the poter ~ 525/60Hz scanning line per frame, 30 frame persco
memory as shown in Fig. 1. The more detailed thepta  and 4,5 MHz bandwidth.
is taken, the higher resolution of digital image is
achieved. Nowadays, the sampling rate of analogndonesia, Australia and most of countries in Asiae
imageries acquired using commercially available @@am adopted PAL system. NTSC is used in the US, while
have reached 5 Mega pixel and still increasing/éoious =~ SECAM mostly used in the European Union. In the PAL
size of images. Therefore, the quality of digitalagpes coloring system, the red, green and blue signalm fr

almost the same as the analog ones. CCD are converted to YUV matrix. The block diagram
of PAL encoder system is shown in Fig. 4. NTSC and

i 3, [T - e () [ X - SECAM signals are converted to Luminance-
2 ] Chrominance and YdbDr matrices, respectively.

i 3 (] ] 6] i

L g2 %
--Lr&:-?'.';.'f'.j‘_\_ 1 ‘ | ‘-‘r
(@) - A
Figure 1. a. Example of an analog image, b. Samplin - W
process of an analog image with a matrix 30x30 size J ity .
TV cameras record moving objects through the leasés {‘ ] e
a prism block to refract into red, green and bkenvert o a A g -
the light energy into electrical signals using tbkarge = e L=
Coupled Display (CCD) as shown in Fig. 2. The otigfu O NT=C
CCD signal is analog and modulated by an encoder. 0 =aL
O SECAM

O o ireormation
Figure 3. Color System used in the world TV system
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’_4 Delay -;D_, covs  practical applications in image/video compressfince
Y

the reduction of psychovisual redundancy results in

Red — ] guantitative loss of information, this type of retlan is
Green —a | 00 referred to as quantization. The most common tegkni
Blue — for quantization is the reduction of number of eslo
used in the image, thus color quantization. Sirmaes
V= 03R 059G 4 0113 information is lost, the color quantization is an
I ey | o irreversible process. Even if this method of corapien
SubCarrier Switch is lossy, in situations where such compressionrtiecie
Figure 4. Block diagram of PAL encoder is acceptable the compression can be very effeatine
reduce the size of the video considerably.
Y signal is the Luminance or moving images without Picture
color (black and white), U and V are the color comgnt Slice
of PAL system with a certain composition as showthi A > | | | \ | | | \ \

Figure. The encoder uses the Quadrature Amplitude
Modulated Subcarrier as modulation method which
resulted in Color Composite Video Signal (CCVS) or
simply called as video. This analog video is then Macroblock
converted into uncompressed digital video using ADC Block (8x8 pixel)
(Analog to Digital Converter). Video compressiorused

to reduce the digital video bitrate and get moficiehcy

in memory or storage space and resulted in thahiéty Pixel
in transmission both audio and video. There arersév Figure 5. Hirarchy of digital frame
compression methods, such as AVI, WAV, MP3 and

MPEG. In the case study_ at_one of TV broadcasting,peG2 describes a combination of lossy video
company, MPEG compression is selected. compression and lossy audio compression (audio data
T_he video format is 4:2:0, PAL with 25 frame pecaed compression) methods which permit storage and
bit rate, so the 122 Mbps video could be compressed transmission of movies using currently availabtage
only 12 Mbps. media and transmission bandwidth. It is widely uaed

the format of digital television signals that areddcast

by terrestrial (over-the-air), cable, and direcbduicast

Ill. VIDEO COMPRESSION METHOD satellite TV systems. It also specifies the fornoht

movies and other programs that are distributed @b D
The compression of audio and video is performed bwnd similar disks. Basically the structure of thenfe in
reducing the data redundancy in transmission psoaed  MPEG?2 is the same as digital frame shown in Fig. 5.
recover the original data in the receiver side.r Rdi  Since there are redundancies in the video franeseral
transmiter and receiver is called the codec (catet frames could be predicted from the previous orrtéxet
encoder). A video codec is a device or software thapne. Therefore, not all of the frames are transuhito
enables video compression and/or decompression fehe bandwidth becomes smaller. MPEG-2 specifies tha
digital video. In the video signal there are twothe raw frames be compressed into three kinds of
redundancies: (a) temporal and spatial redundandy(l)  frames: intra-coded frames (I-frames), predictiveled
psychovisual redundancy. Temporal redundancy cbeld frames (P-frames), and bidirectionally-predictieted
defined as pixels in two video frames that havesdwe frames (B-frames). An I-frame is a compressed versi
values in the same location. Exploiting temporalof a single uncompressed (raw) frame. It takes
redundancy is one of the primary techniques in wide advantage of spatial redundancy and of the ingbilit
compression, while spatial redundancy is the elésnenthe eye to detect certain changes in the imagek&R-
that are duplicated within a structure, such aglpiin a  frames and B-frames, I-frames do not depend onidata
still image and bit patterns in a file. the preceding or the following frames. Briefly, traw
Psychovisual redundancy deals with lossy comprassio frame is divided into 8 pixel by 8 pixel blocks stsown
so the information could be lost to some extemc&ithe  in Fig. 4. The data in each block is transformedaby
human eye does not respond to all visual informatith  discrete cosine transform. The result is an 8 byafrix
equal sensitivity, some information is simply ofsse of coefficients. The transform converts spatialiatiwns
relative importance. This information is referrenl 4s  into frequency variations, but it does not chanbge t
psychovisual redundant and can be eliminated withounformation in the block; the original block can be
introducing any significant difference to the humeye.  recreated exactly by applying the inverse cosine
The reduction of redundant visual information heme  transform. The advantage of doing this is thatithege

'
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can now be simplified by quantizing the coefficent format used in these servers is RAID5, therefoBeaf/
Many of the coefficients, usually the higher freqoe  the total capacity of the servers is used to sRAD5
components, will then be zero. The disadvantagthisf data format. The advantage of this system is kegethia
step is the loss of some subtle distinctions imghiriess server up even there is an error in one of the. ditle
and color. If the inverse transform is appliedhe matrix ~ memory allocation of the video server is 1.744 @byt
after it is quantized, the output image looks vsimilar  (1/3 of the total system capacity) for system farma
to the original image but that is not quite difiereNext, RAID5, 1,152 Gbyte for commercials and 2,336 Gbyte
the quantized coefficient matrix is compressed.idalpy, for TV broadcast program. Audio and video data Wwhic
one corner of the quantized matrix is filled wigras. By  has already broadcasted will be erased from theatid
starting in the opposite corner of the matrix, thenreplaced by a new program. Since November 2006, the
zigzagging through the matrix to combine the codadfits  station has been applied the tapeless on-air system
into a string. Next step is substituting run-lengtiles for comprehensively. All of programs such as dramas,
consecutive zeros in the string, and then applyingnovies, cartoons and news (in package) are brotettas
Huffman coding to that result. The matrix will beduced using a playlist which contains the audio and video
to a smaller array of numbers. This array is thestored in the server. Although magnetic tape
information that is broadcast and in the receivée,sthe  player/recorder (VTR) is still prepared in the aoht
whole process is reversed, enabling it to recoostta a room to handle any trouble on the servers. VTRIds a
close approximation of the original frames of video used when there is a delay of program recordings
Typically, every 15th frame or so is made into grame.  delivery to the station, so there is no time toesig
P-frames and B-frames might follow an I-frame like (converting, editing, etc.) the video.
IBBPBBPBBPBB(I), to form a Group Of Pictures (GOP).

IV. ANALYSIS RESULTS

Since it was launched in November 2006, the tapeles
on-air system is evaluated based on errors occthiein
production process. The data is sampled from egitin
room, libray and master control before and afterrtaw
system is applied. The process monitoring is peréat
manually based on complaints from the editing ojpesa
Figure 6. The production process of tapeless on-air or editors. Operational hours of editing room is 16
system hours, while the library and master control roos24

hours, respectively.

Based on the number of complaints, the errors are
Transerprons categorized as: VTR error (such as jammed), NLE &
o Server (hang, hardware error), mechanics (rollpet
cut-off), electronics (power line, synchronizatipn)
installation (driver corrupts), software, humanil(skn
the period of 20003-3006, the total number of eramd
monthly averaged errors occur in the productiorcess

is shown in Fig. 8 and Fig. 9, respectively.

n

IO

=====

Original Tape

Crualty Control

140 —o— Total Errors
—a— VTR
—¢—NLE & Server
—X¥— Mechanics
—X— Electronics

0

On Air 120
L] Control Room
100

Figure 7. The production process of movie program:
“Layar Emas” using tapeless on-air system

80 1 —A— Installation

60 —+— Software
—o—Human
In the TV broadcasting company, digital video isretl, 40
edited, and transmitted as a production processhnisi 201
depicted in Fig. 6. For a movie production, “Layanas” o P ‘ : |
for example, the tapeless on-air production inveh& 2003 2004 2005 2006
clusters of server node as shown in Fig. 7. Eacle i@as ) )
8 harddisks with capacity of 36 Gbyte (for clusteand Figure 8. Total numbe_r of defects and errors in the
3) and 146 Gbyte (for cluster 2). The total capaoit production process

video server is then (2 nodes x 36 Ghbyte x 8 x 31 +
node x 146 Gbyte x 8 x 3)= 5,232 Gbyte. The storage
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Figure 11. Total number of errors on tapeless on-ai
system

Table 1. Observation results of audio and vidediyua

6.00 | .\.\\// —#- Mechanics in one of the TV program
400 " % Electronics Date | Tim | Program Error Type Err.
*— )g}g_. o etalation e (Movie Frames
2.00 ES % Title)
. % 4 —— Software Video Audi
2003 2004 2005 2006 —A— Human 0
Figure 9. Monthly averaged number of defects anorer 14/1 22'2 ;Wm Effect Eg\(/?:gon ) 23
in the production process object
(BoMO)
For comparison, the total number of errors in tapsed 22:4 BoMO - 2-3
and tapeless on-air system in the production psees 3
also presented in Fig. 10 and 11, respectivelythbse 23:3 BoMO - 2-3
figures, the trend of tape-based errors is deargasince 8
the application of tapeless system since Nov. 2008 15/1 | 22:1 | Independen| Distributed | - 2-3
is the most erroneous part in the system sinaaviilves | 1 S ce Day crystal box
mechanical movement of magnetic tapes, howevesgthe (DCB)
errors are decreasing as the tapeless on-air syistem 16/1 52:4 gwordsman BoMO - 2-3
applied in 2006. R Seahon - - -
140 1 Samsons
120 *~ —e—VIR ] 18/1 | 22:4 | Lovely DCB - 2-3
\ —— Mechanics 1 9 Luna
100 —a— Cassettes | 235 DCB - 2-3
80 - 8
60 4 19/1 | 22:5 | Ih Mama DCB - 2-3
1 6 Capek Deh!
401 230 DCB - 2-3
20+ 8
ol AT 232 DCB - 23
2003 2004 2005 2006 4
20/1 | - OB Spesial | - - -
Figure 10. Total number of errors on tape-basedion- 1
system - Delik - - -
- Tracking - - -
In the tapeless on-air system, the most erroneausip 21/1 | 22:4 | Armor of Freeze 1 - 2
the NLE-servers, since they had initial errors sine 1 5 God frame
first intallation, followed by software due to tteame 23:0 DCB - 2-3
reason. The installation error is increasing duthéonew 0
handling of software installation that needs skillf | 22/1 | - The Peace | - - -
operator. As shown in Fig. 9, the lack of skillaperator |1 Maker
increases the error caused by human factor. 23/1 | 22:4 | Bornto DCB - 2-3
1 5 Defence
80 24/1 | - Jaka - - -
704 7 NE & Sener 3 1 Tingkir
oo | T Slectronics 25/1 | 2255 | Tak Biasa | Lined - 25
—a— Installation .
50 -} —%— Software 1 5 Video
e 23:4 DCB - 2-3
T o /\ 0
30 = < 235 DCB - 2-3
20 -\ 5
10
0 ‘ ‘ ‘ To evaluate the quality of video broadcasting, the

2003 2004 2005 2006

observation is performed for a month on a program
(layar emas) and other programs in the same time
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segment (22:00-24:00). The program is observedgusin
TV unit (SHARP fineCrystal 2linch). The main
observation is the quality of digital audio andedgl not
the strength of the signal received.. If the eoccurs in
the quality of audio/video, then the source of esro
resulted from production process or computer str#y
the errors occur in the receiving unit, then therse may
be from the broadcasting or TV receiving systeme Th
observation result is shown in Table 1.

V. CONCLUSIONS

The implementation of tapeless on-air system hdisced

the total errors in TV broadcasting system. Fromdhata
samples obtained, during 2003-2006, the decreasing
errors by implementing tapeless on-air TV systemlao
reach 21% (2003-2004), 69% (2004-2005), and 17%
(2005-2006), respectively. Human and installatimoreis
increasing due to the lack of human resources.gliaéity

of video observed mainly due to the production pssc
and errors averaged at 2-3 frames, except a progitm
lined video which exceeds 20 frames.
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DUAL FREQUENCY EQUILATERAL TRIANGULAR
MICROSTRIP ANTENNA FOR INDOOR
GSM APPLICATION
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Abstract indoor GSM network is needed to
distribute GSM signal into high buildings. The
network needs antenna to transmit signal into each
levels in the building. Researches in microstrip
antenna which operate in GSM band are used for
outdoor base station and mobile station application
This paper proposes microstrip antenna for indoor
GSM network.

GSM network operates in both frequency band
890 MHz — 960 MHz (GSM 900) and 1710 MHz —
1880 MHz (GSM 1800). Microstrip antenna with
equilateral triangular patch and fed by microstrip
line is designed to produce the first frequency bath
GSM 1800. The second frequency band is produced
by adding a stub which acts like a monopole
antenna at the feed line.

The measurement shows the designed
microstrip antenna works at GSM 900 and 1800
frequency band. The impedance bandwidth in 900
band is 272 MHz with gain approximately 1 dB. For
the 1800 band, the impedance bandwidth is 380,31
MHz and gain is approximately 4 dB.

Keywords — Dual frequency,
indoor GSM application

microstrip antenna,

I. INTRODUCTION

GSM networks (Global System for Mobile
Communication) have enormous growth over the
last decade. The GSM users want more mobility,
able to communicate indoor and outdoor. At first,
GSM used only one frequency band at 890 — 960
MHz, but because this band is limited in its
mobility and the need for capacity, then another
frequency band is used 1710 -1880 MHz. [1]

The GSM network is basically planned for
outdoor use, but now, GSM users in buildings
increases. Therefore GSM must also plan indoor
coverage. In order to cover customer in buildings
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with low receiving signal, it needs indoor
network. Indoor GSM network use a BTS to
connect to MSC, and also indoor antenna in each
levels to transmit signal to the customer. Theee ar
two types of indoor GSM antenna, omni
directional and panel directional [2]. Both of them
are usually made from aluminum. There is
another type of antenna which could also be used
in indoor GSM network because of its low profile
and easy to fabricate. This research proposes the
use of microstrip antenna for indoor GSM
antenna.

There has been an increase interest in
microstrip antenna for GSM application such as
[3] - [6]. Reference [3] designed microstrip
antenna with conformal shape for 3G base station
application. Reference [4] used microstrip antenna
PIFA double patch rectangular stacked array and
used shorting pins and slot. This antenna is
applicable in GSM 1800 handset. In [5] the
antenna is a compact dual band dual polarized
antenna, applicable for GSM, DCS and UMTS
base station. While in [6], a multilayer array
microstrip antenna for dual band GSM s
designed. From the references [2] — [6], the
antennas are either for outdoor applications or
they are not microstrip antenna designs for indoor
GSM.

Therefore, this paper
frequency equilateral triangular
antenna for indoor GSM application.

proposes a dual
microstrip

II. ANTENNA DESIGN

The antenna design uses equilateral triangular
patch due to minimize the dimension of the patch
antenna. The substrate parameter which is shown
in table 1 is used in designing and fabricating the
antenna.
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Table |
Substrate parameter for antenna
Parameter Value
TLY 3 0310
Substrate type CH/CH
Relative dielectric constant 2.33+0.02
Loss tangent 0.0012
Dielectric thickness 0.7874 mm
Conductor thickness 0.01778 mm
Thermal conductivity (90C) 0.22 W/m/K

The designed antenna in this research is fed

with microstrip line feed which operates in dual
frequency band GSM 900 (890 MHz — 960 MHz)
and GSM 1800 (1710 MHz — 1880 MHz).
The feeding technique used is micostrip line feed
technique. By putting the impedance of the line to
50 ohm, substrate thickness 0,031 inch, and
dielectric constant to 2,33, the feed width is 5,40
mm.

In order to produce the second frequency
band 900 MHz, a reactive load was used. Dual
characteristic of the bandwidth is cause by adding
a stub on the feed line which acts like a monopole
antenna.

The optimum length and the position of the
stub were characterized by using simulator
Microwave Office software. The designed
antenna is shown in figure 1.

Fig 1 The configuration of proposed antenna design
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By adjusting stub length s and stub position p,
characteristics such as impedance bandwidth,
return loss and VSWR changes. Both parameters
play an important role to perform dual frequency
antenna. Fig. 2 and 3 shows the characterization
of the antenna.

Return Loss Vs Frequency

-2 DB(S[1,1]])
gsm37

10 |}

-20

DB(|S[1.1]))
gsm3s

- DB(IS[1,1]))
gsm39

-30

-40
070809 1 111213141516171819 2 2122232425
Frequency (GHz)

Fig 2 Monopole length characteristic

Figure 2 shows the characterization of the
parameter monopole length (s). The monopole
length was simulated from 37 mm to 39.5 mm.
The result was a trade of between dual frequency
impedance bandwidth or good impedance
matching. The optimum result was at 38,5 mm
stub length. This gives better impedance
bandwidth at both frequency bands and better
return loss.

Figure 3 shows the stub position (p)
characteristic to produce the second frequency
band. The figure shows that at 9 mm stub
position, an optimum return loss in both
frequency bands are achieved.

Return Loss Vs Frequency

-10

-15

-20

070809 1 1.11213141516171819 2 2122232425
Frequency (GHz)

-25

Fig 3 Monopole position characteristic to frequency

The optimum result of the antenna

characterization is shown in in Fig. 4.
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Return Loss Vs Frequency

210 |

-15

-20

-25
070809 1 111213141516171819 2 2122232425
Frequency (GHz)

Fig 4. Simulation result of Return Loss VS Frequenc

Fig 4 shows the impedance bandwidth of the
antenna at VSWR = 2 is 131,1 MHz in 800 MHz
frequency band (735,8 MHz - 866,9 MHz). While
in 1800 MHz frequency band, the impedance
bandwidth is 229 MHz (1647 MHz — 1876 MHz).

IIl. ANTENNA MEASUREMENT

The most important thing in the fabrication is
accuracy of the antenna design which has to be
very precise with the designed because at high
frequency, a little difference in antenna dimension
will change the antenna parameter. Antenna
measurement is held in Anechoic Chamber, which
can absorb electromagnetic wave to decrease
reflection and interferences in measuring antenna.

A. Single Port Measurement

Figure 5 and 6 shows the measurement
result of input impedance and return loss
respectively. From fig 5, the input impedance for
frequency resonance 902,98 MHz is 55,529 —
j1,621 ohm.

Figure 6 shows the antenna impedance
bandwidth with VSWR< 2 is 272 MHz (708,42 —
980,47 MHz) or 30.12 % to resonance frequency
(902,98 MHz) in 900 MHz frequency band. For
1800 MHz frequency band, the impedance
bandwidth is 380.31 MHz (1541.37 — 1921.68
MHz) or 20.05 % to resonance frequency (1897
MHz). The return loss at 902,98 MHz is -23,198
dB and 1897 MHz is about -19 dB.
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Figure 5. Input Impedance measurement of propostshaa
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Figure 6. Return Loss measurement of proposed @aaten

B. Radiation Pattern Measurement

Figure 7 and 8 shows the measured
radiation pattern. Figure 7 shows the radiation
pattern for 903 MHz resonance frequency. While
Fig. 8 shows the radiation pattern for frequency
1800 MHz.
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903 MHz Radiation Pattern

—e—E Plane
—s—H Plane

Fig 7. Radiation pattern of antenna at frequer@y//Hz

1800 MHz Radiation Pattern

% %
VRS A
S\ S

260 -E%‘;-*////m\\%srz;" 100
azaanyX

—e—E Plane
—=—H Plane

Fig 8. Radiation pattern of antenna at frequen®018Hz

C. Absolute Gain Measurement

The antenna gain is measured in operating
frequency band at 890 — 960 MHz and 1710 —
1880 MHz. The gain measurements are shown in
Fig. 9 and 10. From Fig.9 the antenna gain is ~1
dB in 900 MHz frequency band and ~4 dB in
1800 MHz frequency band.

Frequency Vs Gain (890 - 960 MHz)

e
08

—

0,89 0,9 0,91 0,92 0,93 0,94 0,95 0,96
Frequency (GHz)

Fig 9. Gain antenna at frequency 890 — 960 MHz
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Frequency Vs Gain (1710 - 1880 MHz)

41 _*
. )_—.—//"
39

g 38 A /'//

5 37 / "

171172 1,73 1,74 1,75 1,76 1,77 1,78 1,79 1,8 181 1,82 1,83 1,84 1,85 1,86 1,87 1,88
Frequency (GHz)

Fig 10. Gain antenna at frequency 1710 — 1880 MHz

CONCLUSION

This research has successfully designed,
fabricated and measured dual frequency
equilateral triangular microstrip antenna for
indoor GSM application. The antenna can operate
at both frequency band 900 MHz and 1800 MHz.
The antenna operates from 708,42 MHz to 980,47
MHz in 900 MHz frequency band and 1541,37
MHz to 1921,68 MHz in 1800 MHz frequency
band. The gain of the antenna is 1 dB for 900
MHz band and 4 dB for 1800 MHz.
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Abstract

An optical components analyzer has been developed and used by group for electronic and instrumentation,
research center for physics, Indonesian institute of science since 2006. The system consists of several modules.
I.e. broadband laser source, tunable filter, fiber coupler, photo detector and software. The software acting as a
module to control, acquiring, and analyze data in real time scheme that is depending to a clock-constrained
variable. Therefore we need a synchronization mechanism to synchronize all processes in software to gain an
accurate result.

Previously, a manual timer implemanted as synchronization module on each process in software. Every process
waiting for countdown timer reached before going forward. This mechanism is suitable for device under test that
have similar characteristic. Top accommodatye various charateristic, we need to implement more promissing
mechanism.

In this paper, we introduce our approach to synchronizing processes in software by implemanting a real-Time
Communicating Sequential Processes (RTCSP) model. RTCSP is a language for modeling the communicating
behavior of real-time systems. In applications of real-time CSP, each component of a system-hardware or
software-is represented by a process indicating the point at which communication may take placde. These
processes may then be combined to produce a description of the system in terms of its components.

As implementation, we identify every process that occurs in software and then from each process, we are
looking for possible input and output, called event. All of these processes with their events then mapped in table
to identify their possible events combinations. From this table, some rules generated with constraints that only
one event could occurs in one time and some processes must be preceded by another process.

The result shows that by implementing RTCSP as synchronization mechanism, we argue that the system
becoming more robust miss acquiring data.

Keywords: synchronization, real-time, optical components analyzer
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Abstract — The coding process in MIMO system is
directly related to the effort of maximizing channel
gain, namely diversity gain and multiplexing gain. In
contrast to the channel coding extensively investigated
in various research-literatures on MIMO system, the
source-coding method for the system is typically not
expressly covered. The justification for this common
approach is the Shannon Separation Theory, which
states that source and channel coding can be
separately done without affecting the system
performance. More recent researches show that the
Shannon Separation Theory does not hold for certain
conditions, which encourage researches on joint
source and channel coding methods.

In this paper a preliminary joint source and
channel coding in the form of Rate Compatible
Punctured Convolutional Code (RCPC Code) applied
as an Unequal Error Protection (UEP) to the source
stream is proposed. The RCPC code is achieved by
puncturing a low rate 1/N code periodically with
period P to obtain a family of codes with rate P/(P +¢)
where ¢ can be varied between 1 and (N-1)P.
Simulations are done to examine the performance of
the code. Results show that the proposed RCPC code
enables unequal error protection to the source
information ordered with increasing importance. A
further research is planned to implement RCPC on
MIMO system.

Keywords — MIMO, Rate-Compatible Convolutional
Code, Unequal Error Protection

[. INTRODUCTION

urrent researches propose Multiple-Input Multiple-

Output (MIMO) as the main technology to support
digital wireless communications systems of the third
generation and beyond. MIMO is an extension of smart-
antenna technology, in which both the trasmitter and
receiver sides of the system are equipped with multiple
antennas. The technology is especially appealing due to
its potential of linear-growing capacity as a function of
antenna numbers, and its capability to exploit multipath

fading which is a pitfall in conventional wireless
communication system.
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The coding process in MIMO system is directly
related to the effort of maximizing channel gain, namely
diversity gain and multiplexing gain. The diversity gain
characterizes the system’s robustness against errors,
while multiplexing gain characterizes the system
capacity. One of the theoretically suitable channel
coding method for MIMO is Space-Time Code [1],
which later extends into Space Time Trellis Code [2] and
Space Time Block Code [3].

In contrast to the channel coding extensively
investigated in various research-literatures on MIMO
system, the source-coding method for the system is
typically not expressly covered. The justification for this
common approach is the Shannon Separation Theory,
which states that source and channel coding can be
separately done without affecting the system
performance [4]. More recent researches show that the
Shannon Separation Theory does not hold for certain
conditions [5], which encourage still more researches on
joint source and channel coding methods.

A recent approach of a joint source and channel
coding method in MIMO is investigated in [6] mainly to
obtain a performance parameter named expected
distortion, while not specifying the code rate of the
system.

One of the known concepts of joint source and
channel coding is Unequal Error Protection (UEP) in
which source information is given different level of
protection according to its importance. A Rate-
compatible Convolutional Code (RCPC) is a method
which enables a system to have different code rates to
match the source information requirements, and therefore
can be applied in UEP. It is of our interest to examine the
possibility of implementing RCPC codes on MIMO
system.

The second section of the paper will cover the
definition of RCPC code and its application to UEP is
considered. =~ The  third section gives preliminary
experimental result, and conclusion is given in the last
section.

II. RCPC Code: Definition and Application on
UEP

A family of RCPC codes is derived from a mother
code of rate R = 1/N and memory M with generator tap
matrix [7]

T M+l

g§=N (€.) (1
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with tap connection (gy;) € (0,1), where 1 denotes a
connection from the k-th shift register state ke-k to the

i-th output. Puncturing period P and N determine the
code rate [7]

R=P/P+/¢ /=1,...(N-1)P 2)
from P/(P+1) to 1/N. RCPC codes are punctured codes
from a mother code with puncturing matrices [7]

P>

ath = N(a, (1) )

with a;(l) € (0,1) and 0 denotes puncturing. Puncturing
ddecoder whilst using codes with different rates, instead
of switching between an array of encoders and decoders.
The puncturing of codes will provide a rate-compatibility
with the following rules [7]

if a;(4)=1 then a;()=1 forall £ > 4> 1 (4a)
or equivalently
if a;;(4)=0 then a;(9=0 forall £<£,<1 (4b)

As RCPC codes are in the class of convolutional
codes requiring Viterbi decoding in the receiver, the
optimality criterion used follows Viterbi’s upperbound
error event probability [8]

1 ©
PE <— Z a, Pd (5
P .57,
and error probability

1 =
P <— Yc¢,P, (6)
P .=z,

with P, is th probability that the wrong path at distance d
is selected. The distance spectra a, and ¢, should be as
small as possible and depends on N, M,P, g, and a(§.
The transmission scheme for RCPC code over a
nonfrequency-selective fading channel with
multiplicative distortion ar is shown in Fig. 1. The
expectation value Efa *} = 1 and [7]

para [ &) mecec [ %
SOURCE ENCODER

:
¥
n
1 N ¢ o

=] cHANNEL
RATE y ath 7 2/ Nol2Es) STATE
=81 PUNCTURING
seLecmion 50 PGLIR
+i

[y — Ll
| plog): RAYLEIGH, RICE

n s
e ——— 8 ———

x=1
ERLEAVER +

o,

A
DATA 4 RCPC

SINK DECODER DEINTERLEAVER]

¥y

Fig. 1. Data transmission using RCPC [7]

Par (ap) =2 ap (1+ C/M) exp [-a *(1+ C/MYy+(C/M)]
1y (2 ap N(C/MA+C/M))  (7)

For Ricean channel, C/M is the ratio of the direct to
the diffusely reflected signal energy, while for C/M = 0
and C/M = « a Rayleigh fading and a Gaussian channel
is obtained, respectively. In the fading case a perfect
interleaving is assumed, implying that the Channel State
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Information (CSI) values ar and the received code values
y are statistically independent with density function (7).
The channel SNR is measured by E/N, where E; = E,/R
due to the varying rate of the code.

The Viterbi algorithm for decoding RCPC code uses
the metric [7]

d o
A= Zl: a,a,.x, " v, (®)
p

where x; denotes the transmitted binary information
symbols, a;+ denotes the fading factor with density p(ap),
and y;; denotes the received symbols.

The system performance in Rayleigh fading
environment by soft decision on y; using the full CSI
with perfect estimation is [7]

d
1 1
P<—|— 9
‘ 2[1+E§/N0J ©)

Fig. 2 shows the RCPC performance for the
Rayleigh channel. It is shown that BER 10° can be
achieved with gains ranging from 7,9 dB and 20 dB, by
changing the code rate from 1/3 to 4/5.

The application of joint source and coding is enabled
by, among others, implementing unequal error protection
on the transmitted binary information sequence. The
protection given to more important bits is stronger
compared to one given to the less important bits. This
system requires the ability of the source coder to provide
the information of this relative importance or
vulnerability to errors of certain source bits. This type
of information is called Source Significant Information
(SSI).

"\lz::lll'bt|l||||r-

\. 3

& B 10 12 14 16 18 20
10 log (Ey /Nyl dB—+
Fig. 2. BER performance of RCPC codes on interleaved
Rayleigh channel, N=3, P=8, (=2 4,...,16, R=8/(8+ ¢), M=4 [7]

The required BER after decoding a group of
information bits is one example of SSI. Assuming that in
a block of n information bits there are K groups with n;
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information bits in the kth group requiring a BER of Py
after decoding. P,; would be the SSI and [7]

ink =n (10)

Similar to [7], an example where source bits are
ordered according to their relative importance and the
required Py is given in Table 1. It is our interest to use
only one encoder and one decoder for this purpose,
instead of separately encoding K groups of information
using K different encoders and K different decoders
which might complicate the system.

Table 1. Data Frames Ordered According to the

Required P,
Py < | Py < |Pp < Py,
M Ny n3 1 n
“0”
Code 4 > 4 > 4 > 4
index
4
Ry P/P+¢, | P/P+4 | P/P+4 | P/P+¢
a(4) a(&) a(4) a(4) a(4)
Free d4 d3 d2 d]
distance

RCPC codes are well suited for this constraint. As

shown in Table 1, the ordered information bits are shifted
into the shift register of a 1/N, M stages RCPC coder.
The first group consisting of »; information bits is coded
using a(4), and as the first bit of the second group enters
the encoder, the system immediately switches to using
puncturing table a(4). The system will switch to
puncturing table a(4) as the first bit of the third group
enters the decoder, and the process carries on until all
information bits are transmitted. @ The process is
terminated after the group n, by shifting M “0” bits into
the shift register.  This implies transmitting M/R;
overhead bits to terminate the trellis, and the average
code rate is then [7]
K
I
R=— L (11)

Son, -(P+1)/P+MP+I, )/P

k=1

1. IMPLEMENTATION OF RCPC CODES
ON MIMO SYSTEM

To be able to implement joint source and channel
coding to MIMO system, it is proposed to implement
unequal error protection (UEP) to the system. The
information bits are ordered according to their relative
importance as implied in Table 1, and the more important
bits are given stronger protection. As the design of an
ideal UEP which adapts channel coding to a multimedia
source bits is very complex, in this preliminary work the
source bits are modeled as discrete time continuous
amplitude source, namely

{838, €N (12)
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S different source information bits are transmitted
using M, transmit antennas in a Rayleigh fading
environment, and M, received antennas are employed in
the receiver side. The transmission using multiple
antennas result in a matrix channel. Fig. 3 shows the
block diagram of a MIMO system.

Y 1
Callelalh o j% P T Jo[s]a sl

Demodulation

,
Fig. 3 Diagram of a MIMO wireless system

Assuming the channel undergoes flat fading and
information signal s is transmitted by the 7-th antenna,
each of the receive antenna will see a complex-weighted
version of the transmitted signal. A signal arriving at the
r-th is denoted 4,5, where £,, stands for channel response
between the #-th transmit antenna and the r-th receive
antenna. The vector [Ahy, Ay, ..., hy] 1s the channel
response between the f-th transmit antenna and all
receive antennas.

The channel matrix for the MIMO system (H) can be
written in a matrix notation, that is

h11 h12 th,
S
hMRl hMR 2 hMRMT

If signal vector x = [ x5, x5 . xM,]T is transmitted
consecutively by the 1st, 2nd, ..., up to the M,-th transmit
antenna, the arriving signals on the receive antennas can
be written as:

y=Hx+z (13)

where z denotes the channel noise. The proposed MIMO
system with UEP is shown in Fig. 4a and 4b.

ss| :T/
Tx1
f(?:;‘:# 1 Channel Outer
Encoder Interleavin
Unequal ° 9 Adaptive
Error . : -
Protection Division Interleaving :T/

sfiuaﬁew Channel Outer Multiplexing
Encoder Ir -
=
cslI
(a)

Data stream

csl Source csl

¢ stream#1 >
Rx1 Outer De- ML Channel Source
. Detector Interleaving calc Decoder stream#1 >

* | Inner De- with

Channel

—>| adaptive —> .
Interleaving symbol .
Rx M demapping Outer De- ML Channel Source
" Interleaving calc Decoder stream#1 >
csl

Fig. 4 Diagram of MIMO system with UEP,
(a) transmitter, (b) receiver
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The source significant information (SSI) is as
explained in the previous section, while the channel state
information (CSI) contains fading depth information.
The adaptive modulation is proposed as it is theoretically
possible to be implemented alongside RCPC codes
whose rate varies with the source information bits, but
will not be covered in this paper.

The code rate is punctured from a mother rate of 2,
using an encoder with memory M = 2 and generator

matrix
g=|1 11
1 01

Fig. 5 shows the rate-compatible puncturing scheme used
in the simulation, where P = 4, and the puncturing table

used is
a(l)y =1 1. 1 0
1100
implying a rate of 4/5.
Time j o
125456 Time

123456
1100 111

1110 « L
an JUUSTETEL
H11004

Puncturing
table

Fig. 5 Encoding scheme using RCPC codes

Generator
matrix

After a period of P=4, the group of bits use another
puncturing table namely

a2) =11 11 0

1 110
which implies a rate of 4/6, and this rate can still be
lowered further to 4/7, 4/8 using incremental redundancy.
As the focus in this paper is the UEP using RCPC,
interleaving, modulation as well as deinterleaving and
demodulation are bypassed and the decoder performance

is measured.

As the transmitted signal originate from multiple

antennas, the rate is divided by the number of the
transmit antenna M,, resulting in

K
>, 1

R: k=1

n, -(P+1yP+MP+1 )P M

(14)

il ngls

To ensure good performance, it has to be guaranteed
that during the transitional phase between two matrices a
(4) and a (4.), the distance properties of all paths
originating in code 4 do not suffer a loss of distance.
The rate compatibility rule (4a) ensures that the 4., code
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does not puncture any “1” in the path, that is, maintaining
a certain maximal rate. Simulation result in Fig. 6 shows
that the BER can be kept low at the transition between
rates, and for 128 information bits BER can improve
significantly between rates 4/5 to '5.

4/5 416 4lT 4/8

107+
LX)
L ]
o107l .
m o oo
[ ]
10°+ st
.0.00
10

5 10 15

Byte

Fig 6. RCPC code performance on 128-bit source information

IV. CONCLUSIONS

A joint source and channel coding in the form of
unequal error protection is implemented on a MIMO
system by using rate-compatibility = punctured
convolutional codes (RCPC codes). Simulation is done
using code rate 4/5, 4/6, 4/7 from a mother code of ',
and the code performance is measured by without taking
modulation and interleaving into account. A single user
Rayleigh fading enviroment is assumed. Result shows
that RCPC enables unequal error protection, in which
more significant bits are given stronger protection by rate
% to get BER of 10™. Further investigation is planned to
include modulation and multiplexing scheme in various
conditions.
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