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Abstract—Wireless network planning requires accurate 

coverage predictions to get good quality. The path loss accurate 

model requires a flexible model for each area including land and 

water. The purpose of this research is to develop a Cost-Hatta 

model that can be applied to the mixed land-water area. The 

approach used of this research is the three methods of feature 

selection of machine learning. The first stage of the research was 

the collection of field data. The measurement data included 

system, weather, and geographical parameters. The next stage 

was feature selection to obtain the best composition of features 

for the development of the model. The feature selection methods 

used were Univariate FS, Genetic Algorithm (GA), and Particle 

Swarm Optimization (PSO). After obtaining the best features 

from each method, the next stage was to form a model using four 

machine learning algorithms, namely Random Forest Regression 

(RF), Deep Neural Network (DNN), K-Nearest Neighbor 

Regression (KNN), and Support Vector Regression (SVR). The 

results of the improvements to the path loss prediction model 

were tested using the evaluation parameters of Root Mean 

Square Error (RMSE), Mean Square Error (MSE), and Mean 

Absolute Percentage Error (MAPE). The results of the testing 

showed that the improved Cost-Hatta model using the proposed 

Univariate-RF combination produced a very small RMSE value 

of 1.52. This indicates that the proposed model framework is 

highly suitable to be used in a mixed land-water area. 

Keywords—Path loss; feature selection; machine learning; 

mixed land-water; Cost-Hatta 

I. INTRODUCTION 

Path loss predication is of great importance in the planning 
and optimization of coverage in wireless networks [1]. Path 
loss is used to predict the strength of the signal received by the 
user. The accuracy of path loss prediction plays an important 
role in determining the quality of a network design [2].The 
complexity of environmental characteristics influences the 
level of complexity in the prediction of received signal 
strength.In the propagation process, electromagnetic waves 
undergo a number of treatments caused by various 
environmental and weather factors that are present around the 
propagation media. Some of the nearby objects can affect the 
treatment of electromagnetic wave propagation [3]. The 
electromagnetic wave treatments that occur include 
diffraction, refraction, and reflection [4], [5]. These treatments 
cause fluctuations in the signal power of the receiver due to a 
weakening in the power of the electromagnetic signal. This 
signal attenuation is the result of power loss that arises during 

the electromagnetic wave propagation process in wireless 
networks.Electromagnetic wave propagation is extremely 
important in wireless communication systems [6]. 

Indonesia is an archipelago and has at least 5,590 main 
rivers and 65,017 tributaries spread across several islands in 
Indonesia, where the main rivers, watersheds (DAS) in 
Indonesia reach 1,512,466 square kilometers. People who live 
in watersheds use water transportation in carrying out the 
economic activities. The current problem is that there is no 
path loss prediction model that can be used for water areas, 
thus, current modeling is not accurate if it is used to plan 
networks in water areas, especially for areas that are passed by 
water transportation. Therefore it needs predictive modeling of 
path loss that can be flexibly used in land and water areas. 

Research on the modeling of path loss prediction continues 
to be carried out to obtain high accuracy predictions in various 
area conditions. A number of researchers have studied path 
loss prediction in various kinds of conditions using different 
variables. Future challenges include the development of high 
speed wireless telecommunication technology with low 
latency. Accurate path loss prediction has a strong impact on 
good quality, low latency, and high throughput. 

Conventional predication models developed in the past 
include empirical and deterministic modeling. Empirical 
modeling is based on measurements and direct observation in 
the field. Empirical models provide a statistical picture of the 
connection between the dependent variables of path loss and a 
number of measured parameters, specifically frequency, 
transmitter height, receiver height, and distance between 
transmitter and receiver [7]. Empirical models are quick and 
easy to be implemented but have a low level of accuracy, 
which presents a challenge in empirical model development. 
Empirical models include Okumura-Hatta, Cost231-Hatta, the 
ECC model and the Ericsson model [8], [9]. Empirical 
modeling is the most frequently used type of modeling in 
planning and optimization systems of wireless networks of 
telecommunication vendors. 

Machine learning is a method of learning about a data set 
which is used to create a model that can perform a particular 
task[7]. Machine learning carries out a study of data by 
learning with the use of algorithms and statistics. Machine 
learning can be divided into three types, namely supervised 
learning, unsupervised learning, and reinforcement learning. 
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The algorithm of supervised learning can be further divided 
into two types, namely regression and classification. Based on 
the research data that exists, the modeling used in path loss 
prediction falls into the category of supervised learning 
regression. Regression is characterized by input and output 
data types in the form of numeric data. Examples of regression 
types include Support Vector Regression (SVR), Random 
Forest (RF), Artificial Neural Network (ANN), and K-Nearest 
Neighbor (KNN). The advantage of machine learning is its 
high level of accuracy compared with empirical methods [10]. 

II. RELATED WORK 

The focus of the following literature review is the various 
types of research field, feature variables, and feature selection 
methods used in the development of path loss prediction 
models. A number of researchers have developed path loss 
prediction models using machine learning in various kinds of 
area condition. These include a study by [11] on indoor 
building types using an Artificial Neural Network (ANN) 
model. The research of  [12] and [13] also studies path loss 
prediction with several machine learning models in suburban 
areas, while [14], [6], and [15] investigate different area types, 
namely rural, suburban, and urban. Various other research has 
been developed in different places with a special measuring 
field, such as the research of [16] which focuses on a 
vegetation area, and [17], which focuses on the study of path 
loss prediction in the indoor area of an aircraft cabin. Other 
studies, such as those by [18], [19], and [20], use an 
unmanned aerial vehicle (UAV), while the research of [21] 
focuses on a mixed city-river area. Only a small number of 
studies have been carried out on path loss prediction in a 
mixed city-river area. This indicates that there is still room for 
development of research on path loss prediction in a mixed 
city-river area. 

The types and numbers of input features used in the 
development of path loss prediction models are highly varied. 
Research in [22], [23] uses a single input feature, namely 
distance between the transmitter (TX) and receiver (RX). In 
addition to using the TX-RX distance feature, the research of 
[1] includes the feature of frequency as an additional input 
feature, while [7] also uses two features, with the addition of 
onboard GPS sensors. The study by [24] uses the feature of 
TX-RX distance and adds the features of PCC downlink 
throughput and PDCP downlink throughput as parameters of 
the input feature. User position based on longitude and latitude 
is also used as an input parameter, amongst others in the 
research of [17], to study the indoor area of an aircraft cabin. 
Longitude and latitude are also used in the research of [11] 
and [25] to study an outdoor location. In addition to using 
system parameters, some studies also use environmental 
parameters as input features. The research of [26], [15] uses 
the environmental parameters of humidity, temperature, and 
dew point as input feature parameters. In order to obtain 
results with a maximum degree of accuracy, some studies use 
a more complex combination of parameters in accordance 
with the focus of the characteristics of the research field. The 
research of [27], [28] uses six input parameters such as 
longitude, latitude, elevation, altitude, clutter height, and TX-
RX distance. This shows that the types and numbers of 

features can still be developed to match the specific object of 
the research field. 

From the point of view of feature selection process, it is 
evident that feature selection is still rarely used in most 
studies. This is because the number of features used in the 
modeling is relatively small so there is no need to use a feature 
selection method. In the research of [12], PCA is used to 
reduce the number of data features and to simplify appropriate 
modeling. In addition, some research recommends 
Opportunities for Further Research that are related to types 
and development of feature selection methods. The research of 
[7] recommends the use of a feature selection method for 
further research on path loss prediction, while [16] also 
recommends further research on the development of feature 
selection methods. The purpose of including feature selection 
is to minimize the possibility of eliminating features that are 
important and relevant to the prediction model. 

Main contribution of this research are proposes 
development of a path loss prediction model for a land-river 
area by varying the input parameters derived from system 
parameters and environmental parameters. The second 
contribution of this research are this model research combine 
an empirical model with a machine learning model by using 
three method features selection approach, namely Univariate, 
GA and PSO combined with the use of four Machine learning 
models namely Random Forest (RF), Support Vector 
Regression (SVR), K-Nearest Neighbor (KNN), and Deep 
Neural Network (DNN) where from the literature study has 
never been done before. 

III. MATERIAL AND METHOD 

This section is divided into a number of stages: 
measurement, data processing, delta path loss empirical model 
calculation, feature selection, and modeling. 

Fig. 1 shows the stages carried out in this study starting 
from the measurement stage then the data processing stage, 
followed by the best feature selection stage using three 
approaches methods namely Univariate, GA and PSO. The 
data with the best features are processed and modeled using 
four types of machine learning models, namely Random 
Forest (RF), Support Vector Regression (SVR), KNN 
Regressor and Deep Neural Network (DNN). The four models 
produced will be evaluated and obtained as the best model 
based on the level accuracy of RMSE. 

A. Measurement Location 

The collection of the research data was carried out in the 
city of Palembang, Indonesia, which is located at 
2°59′27.99″S 104°45′24.24″E. The city of Palembang covers 
an area of 400.61 km², with an average altitude of 8 meters 
above sea level. Measurements were taken at Ultra High 
Frequency (UHF) on a 4G LTE 1800 MHz and 2100 MHz 
network. The data consisted of a number of input features 
which were divided into two groups, namely system 
parameters and environmental parameters. 
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Fig. 1. Research Flow Chart Process. 

 

Fig. 2. Measurement Methodology. 

Fig. 2 shows the data collection methods for several 
system parameters such as TX-RX distance, frequency, 
transmitter height, receiver height, river width, distance 
between buildings, building height, difference between TX-
RX height, distance between transmitter and river border, 
distance between ship users and river border. The 
environmental parameters consisted of two segments, namely 
geographical parameters and weather parameters. The 
geographical parameters used in this research were slope 
contour and building density, while the four weather 
parameters were barometric pressure, temperature, humidity, 
and dew point. 

The data collection was conducted using three 
measurement methods to obtain the various input and output 
parameters. A war driving measurement method was used to 
obtain values of path loss and system parameters. Fig. 3 shows 
the route taken at the measurement of path loss along the river 
with a distance of 13 km. The tools used for the war driving 
measurements were GPS and Dongle which were attached to a 
laptop. The war driving measurements used two handsets 
Samsung S5 as receiver, both of which were connected to the 
laptop. The handsets were locked at the two 4G LTE 
frequencies. The war driving methodology was used in 
dedicated conditions or conditions where the handsets were in 
active (download) mode. At the same time, the weather station 
tools located at Sriwijaya University took measurements of the 
weather parameters throughout the data collection. The 
geographical parameters were obtained based on the 
geographical maps which were processed using QGIS. 

 

Fig. 3. Selected Route and Building Map on Google Earth for Data 

Collection. 

B. Data Processing 

The data processing stage began with the preparation of 
data from the results of the measurements collected in each of 
the measurement stages to obtain a number of variables that 
could be used to create a framework for a model of path loss 
prediction. The data preparation stage started by processing 
the data. The results of the war driving measurements in the 
form of logfiles were treated with time based binning (in 
seconds) and exported in the form of excel files. The 
parameter used as path loss value was PUCCH Path Loss. The 
data of the users’ location with the longitude and latitude 
positions of the data collection were also obtained from this 
data processing stage. The vertical angle, horizontal angle, and 
TX-RX distance parameters were calculated based on the 
angle and position of the BTS transmitter in relation to the 
user. The distances between the transmitter and river border, 
and user and river border were calculated based on the straight 
line intersection of the signal transmission and the river 
border, which was processed using QGIS. 

The geographical parameters of slope contour, building 
density and distance between buildings were processed using 
Arcgis. The slope contour was obtained by determining the 

START

PENGUKURAN 

Drive Test
Data

Geographic 
Data

Weather
Station

Data Merge

PL Cost-Hatta 
Calculation

PL Measurement

е

Pre-processing

Univariate 
FS

Genetic 
Algorithm

Split training dataset and test dataset

Random 
Forest

SVR KNN DNN

Result Comparison & 
Analysis

Tra ining Testing

Propose Model

PSO



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

352 | P a g e  

www.ijacsa.thesai.org 

difference between the elevation height at the transmitter point 
and the elevation height at four other points, specifically, 
0.25%, 0.5%, and 0.75% of the TX-RX distance, and the 
difference between the elevation height of the transmitter 
point (TX) and the elevation height of the receiver point (RX). 
The average of these values was calculated to find the slope 
contour value. The building density was found by calculating 
the number of buildings that were crossed on a straight line 
between TX-RX, using the intersection on Arcgis. Fig. 4 show 
a building map was obtained from google earth and converted 
with Arcgis to find the building points. The distances between 
buildings were found by calculating the distance between TX-
river border (on land) divided by the area of buildings crossed 
using the intersection on QGIS. 

 

Fig. 4. Building Distribution Map using Arcgis. 

Measurements were taken at the weather station to collect 
weather data about barometric pressure, temperature, 
humidity, and dew point, which were used as input 
parameters. The data from the results of the measurements in 
these three stages were combined to obtain a number of input 
and output variables. 

C. Model Cost-Hatta 

The next stage was to find the delta value of the difference 
between path loss from the result of the measurements and 
path loss from the result of empirical calculations. The 
empirical model used in this research was the Cost231-Hatta 
model. This Cost-Hatta model is a combination of the Cost-
231 model and the Hatta model. It can be used to calculate a 
number of factors, including TX-RX distance, frequency, 
transmitter height, and receiver height. The Cost-Hatta model 
is suitable for use in urban areas with a frequency range 
between 500 MHz – 2000 MHz [29][30]. The formula of the 

Cost-Hatta model is shown below: 

Lu (dB) = 46.3 + 33.9 x log (f) -13.82 x log (hte) – a(hre) + 

(44.9 – 6.55 x log(ht)) x log (d) + CM           (1) 

For urban area: 

a(hre) = 3.2 x ((log(11.75xhre)2) - 4.97           (2) 

For Sub Urban dan Rural: 

a(hre) = (1.1xlog(f) – 0.7)xhre – (1.56 x log(f) – 0.8)          (3) 

CM: 0 dB for medium size towns and suburban areas 

CM: 3 dB for downtown areas 

Where f is frequency (MHz); hte is height of BTS 
transmitter antenna (m); hre is height of receiver antenna (m); 
d is distance between transmitter-receiver (m). The result of 
the delta calculation of the the difference in path loss was used 
as an output variable in the modeling. 

D. Feature Selection Dan Modelling 

The next stage was the process of selecting the features 
that would be used in the process of developing the model. 
Feature selection is an important stage in machine learning 
modelling [31]. This research used three models of feature 
selection, namely Univariate Feature Selection, Genetic 
Algorithm, and Particle Swarm Optimization (PSO). The 
features selected from the three methods were then tested and 
compared using machine learning. 

The Univariate method is a filter method. This kind of 
method makes an evaluation of every feature in relation to the 
output variables, then ranks the input features to determine the 
best features. The Univariate method uses the application of 
statistical calculations to assign the ranking of each feature. 
The main criteria used in the Univariate method for the 
selection of variables are statistical ranking technique and 
ranking order. After obtaining the ranking results, the next 
step in this research was to evaluate the number of best 
features based on the highest ranking, using the 
“MLPRegressor” model. The python script used was 
SelectKBest. 

The next feature selection method used was Genetic 
Algorithm. The way this method works is to look for the most 
suitable composition of features, with the aim of achieving the 
best prediction accuracy. The Genetic Algorithm method is a 
search technique based on principles that arise as a result of 
the inspiration of genetic and evolutionary mechanisms found 
in a natural system and population of living organisms [32]. In 
a Genetic Algorithm, every individual in the population 
represents a candidate solution to the designated problem. The 
Genetic Algorithm changes a population of individuals by 
using several genetic functions such as selection, crossover, 
and mutation [33][34]. Genetic Algorithm is a wrapper 
method which evaluates every composition of parameter 
features using machine learning performance as the criteria of 
evaluation.The genetic algorithm approach is acceptable for 
various types of solving solutions such as optjmization and 
calls for scheduling[35]. 

PSO is based on the idea of the social and cooperative 
behavior of various species to fulfil their food needs, in this 
case existing in a multidimensional search space [36][37]. The 
PSO algorithm consists of a number of main parameters that 
are used by particles to determine the direction and steps that 
are then used to determine subsequent movement, in Pbest and 
Gbest[36][38]. The position of every particle represents a 
solution that has a particular fitness value. Particles have their 
own memory in which they store their best position, referred 
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to as personal best or Pbest[39]. These particles are evaluated 
in terms of a particular optimization function to identify their 
compatibility value and ability to hold the best solution. Every 
particle determines its next position in the search space based 
on the function of velocity, which calculates the best position 
of a particle and the best particle position in a population 
(Gbest). These particles will move at each iteration to a 
different position until they reach an optimal position [40]. 

After obtaining the best feature composition, the next step 
of the research was the modeling phase with machine learning. 
This research used four machine learning algorithms in the 
modeling process, namely Multi-Layer Perceptron (MLP), 
Random Forest, Support Vector Regression (SVR), and K-
Nearest Neighbor. In the modeling stage, the prediction model 
was developed by studying how closely the data of the 
selected input features correlated with the results of the 
measurement output data. 

E. Evaluation and Deployment 

The final step was to evaluate the results of the machine 
learning modeling using an evaluation matrix. This evaluation 
parameter was used to observe the best accuracy level of the 
various machine learning models that had been developed. 
The path loss prediction model is a regression model in which 
the performance level of the model is calculated by comparing 
the prediction value with the actual value. The evaluation 
matrix used in this research included 3 parameters, namely 
RMSE, MSE, and MAPERMSE is the root of the Mean 
Square Error which is the evaluation parameter of the 
regression case. 

RMSE=√
1

N
∑ (yj - ŷj)2n

j=1              (4) 

MAE is the average of absolute value of the difference 
between the actual value and the predicted value. MAE 
measures the average error between predictions and actual 
values. 

MAE=
1

N
∑ |yj-ŷj|N

j=1              (5) 

MAPE (Mean absolute Percentage Error) is the average 
value of the percentage error error between the actual value 
and the predicted value. 

MAPE=
1

N
∑ (

yj - ŷj

yj
)  x 100%n

j=1             (6) 

yj is the measured path loss, ŷj is the predicted path loss, 
and N is the number of samples. 

IV. RESULT AND DISCUSSION 

The preliminary data in this research included a total of 18 
candidate variables that consisted of system parameters and 
environmental parameters. The environmental parameters 
were divided into two segments, namely geographical 
parameters and weather parameters. In The first step was to 
make calculations using the Cost-Hatta model, which is an 
empirical model. Only four parameter variables were used in 
this model, namely distance, frequency, height of TX and 
height of RX. These data were used to determine the value of 
calculated path loss and to find the delta value of the 

difference between the measured path loss and calculated path 
loss. 

The next step was to analyze the selection of the best 
variables from the 18 candidate variables using the stage of 
feature selection, as shown in Table I. 

TABLE I. CANDIDATE VARIABLE 

Variable Name Variable Description Level 

Distance 
Distance between transmitter (TX) and receiver 

(RX) 
meters 

Frequency Frequency used in signal transmission MHz 

Height TX Transmitter antenna height + altitude location meters 

Height RX Receiver antenna height + altitude location meters 

Vertical angle 

The angle difference between the vertical direction 

of the antenna and the vertical direction of the 

receiver 

degree 

Horizontal angle 

The angle difference between the horizontal 

azimuth of the antenna and the horizontal direction 

of the receiver 

degree 

Width of River River Width meters 

Height of 

Building 
Surrounding building height meters 

Distance between 

Building 
Distance between surrounding buildings meters 

Distance_TX to 

Border (Land) 

Distance between transmitter (TX) and river 

border / distance on land 
meters 

Distance Border 

to User (Water) 

The distance between the river border and the user 

/ distance on the waters 
meters 

Delta Height of 

TX-RX 

The difference between the height of the 

transmitting antenna and the receiving antenna 
meters 

Slope Contour 
The angle between the horizontal plane and the 

direction of the contour of the ground 
degree 

Building Density 
The building density between tranceiver and 

receiver 
- 

Barometric 

Pressure 
Barometric pressure at the time of measurement hPa 

Temperature Air temperature at the time of measurement °C 

Humidity Air humidity at the time of measurement % 

Dew Point Dew Point Value at the time of measurement °C 

A. Result of Empirical Model by using Cost-Hatta 

In the preliminary stage, the path loss value was calculated 
using the Cost-Hatta empirical model. In the existing models, 
the Okumura-Hatta models are divided according to type of 
area, whether urban, suburban, or rural. The results of the 
Cost-Hatta model calculations were compared with the path 
loss value from the results of the measurements collected in 
order to obtain the evaluation parameter value. 

TABLE II. EVALUATION PERFORMANCE OF COST-HATTA MODEL 

Model Area 
Evaluation 

RMSE MAE MAPE 

Cost-Hatta 

Urban      31.643 27.114 18.554 

Sub-Urban  25.832 21.319 15.375 

Rural      25.832 21.319 15.375 

Table II shows that the Cost-Hatta calculation of urban 
area had an RMSE value of 27.114 while the suburban/rural 
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area calculation had an RMSE value of 21.319. This result 
shows that the calculation model with Cost-Hatta in a 
suburban area had a higher level of accuracy than the 
calculation value in an urban area. This indicates that the 
measurement value in a mixed land-water area was more 
compatible with the calculation in a suburban area. However, 
the RMSE value still showed a inadequate level of accuracy 
because it is exceeded the limit of an RMSE value, which 
should be less than 10. Therefore, there is a need to improve 
the model of the Cost-Hatta formula by modeling path loss 
error using machine learning. Path loss error is the difference 
between the path loss result from the Cost-Hatta calculation 
and the path loss value from the measurement result. The path 
loss error value obtained was used as an output variable in the 
process of prediction improvement. 

B. Results of Feature Selection Process 

The first step in the process of developing the path loss 
prediction model was the feature selection process. The 
feature selection process used three methods to obtain the best 
composition of features. The composition of features produced 
by these three methods is as follows: 

1) Univariate feature selection: The Univariate method 

was used to select the features with the highest level of 

correlation. The type of score function used was Mutual 

Information Regression. The next step was to provide 

alternative feature combinations based on the different degrees 

of correlation. The first feature selection method is by using 

Univariate FS. The score function used is mutual info 

regression. Univariate feature selection works by selecting the 

best features based on univariate statistical tests. 

 

Fig. 5. Value of Mutual Information Univariate for Path Loss Prediction. 

Fig. 5 shows that based on metode Univariate FS, 
frequency has the highest ranking. This indicates that the 
frequency value had the strongest correlation with the path 
loss variable, followed by TX-RX distance, border to user 
distance (water), and distance between buildings (m). This 
research shows that frequency and distance variables, 
including TX-RX distance, border to user distance (water), 
and distance between buildings, play an extremely important 
role in path loss prediction. The features with the weakest 
correlation were the parameters of RX vertical angle from TX 
main beam and building height. The RX vertical angle from 
main beam variable did not have a significant effect because 
the measurements were carried out in the NLOS area, so there 
were many measurement factors that influenced this 
parameter, such as blockage from buildings and other nearby 
objects. The building height parameter also had no significant 
influence because the collection of building data only took 
into account the height of buildings in the area of the user 
location point but did not take into account all the buildings 
between the BTS transmitter location and the receiver 
location. 

Some of these candidate features were modeled simply and 
evaluated using a machine learning classifier in the form of 
Random Forest Regression. Table III shows that the best 
feature combination was achieved by combining the best 17 
features, with an RMSE value of 3.07. The combination of 
these 17 features eliminated the variable with the lowest 
correlation level to output, which was the RX vertical angle 
from main beam variable. 

TABLE III. CANDIDATE VARIABLE OF UNIVARIATE FEATURE SELECTION 

Number of Variables MAE MSE RMSE 

1 10.59 171.99 13.11 

2 9.13 138.71 11.78 

3 9.11 137.15 11.71 

4 9.11 140.95 11.87 

5 6.68 94.48 9.72 

6 6.87 97.13 9.86 

7 6.71 93.52 9.67 

8 6.74 95.75 9.79 

9 6.68 91.89 9.59 

10 6.87 98.30 9.91 

11 6.53 89.96 9.48 

12 6.34 85.27 9.23 

13 6.58 88.15 9.39 

14 6.62 91.12 9.55 

15 6.66 92.65 9.63 

16 2.30 10.89 3.30 

17 2.18 9.41 3.07 

18 2.25 10.38 3.22 

2) Genetic algorithm feature selection: The Genetic 

Algorithm feature searches for the best feature composition by 

performing an evaluation of every feature combination using a 

classifier with machine learning. The classifier used in this 
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research was Random Forest Regression. This research 

searched for the best composition by altering the values of the 

parameter settings on the Genetic Algorithm. The population 

values were changed between 20, 50, and 80. The crossover % 

values were changed between 0.5, 0.7, and 0.9, and the 

mutation % values were varied between 0.3, 0.5, and 0.7. 

TABLE IV. CANDIDATE VARIABLE OF GENETIC ALGORITHM 
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20 20 0.5 0.3 [,3,6,8,13,15,16,18] 9.870 

20 20 0.7 0.3 [,2,3,4,8,9,10,11,17] 7.990 

20 20 0.9 0.3 [3,4,5,7,10,13,4,16,18] 11.345 

20 20 0.5 0.5 [1,2,3,6,7,8,9,15,16] 8.234 

20 20 0.7 0.5 [2,3,4,5,8,10,11,4,17,18] 7.651 

20 20 0.9 0.5 [2,3,4,5,7,8,9,10,11,13,15,17,18] 8.382 

20 20 0.5 0.7 [2,3,4,6,7,8,9,4,15,16,17] 7.936 

20 20 0.7 0.7 [2,3,4,5,7,8,10,12,4,16,17] 7.643 

20 20 0.9 0.7 [1,3,4,5,6,9,13,4,15,16,18] 9.037 

20 50 0.5 0.3 [3,4,5,8,9,11] 14.477 

20 50 0.7 0.3 [2,3,4,5,6,11,12,13,15,16,17] 8.857 

20 50 0.9 0.3 [2,3,4,5,9,10,11,15,18] 7.603 

20 50 0.5 0.5 [3,5,9,12,13,4,17,18] 10.948 

20 50 0.7 0.5 [3,4,5,6,8,9,10,18] 9.988 

20 50 0.9 0.5 [1,2,3,6,8,9,10,11,13,15,16,18] 8.183 

20 50 0.5 0.7 [2,5,8,9,11,4,16,17] 11.978 

20 50 0.7 0.7 [2,3,5,8,9,10,12,15] 8.050 

20 50 0.9 0.7 [1,2,3,6,10,13,4,15,16,17,18] 8.298 

20 80 0.5 0.3 [3,5,6,8,9,10,12,13,16,17,18] 10.012 

20 80 0.7 0.3 [1,2,3,5,6,7,10,11,12,4,15,17,18] 8.058 

20 80 0.9 0.3 [3,5,8,10,11,12,13,18] 8.549 

20 80 0.5 0.5 [2,3,4,10,11,12,13,4,15,16] 8.167 

20 80 0.7 0.5 [,2,3,4,6,8,12,13,15,18] 8.399 

20 80 0.9 0.5 [1,2,4,5,6,10,11,12,13,4,15\] 7.966 

20 80 0.5 0.7 [1,2,3,9,10,11,13,17,18] 8.190 

20 80 0.7 0.7 [1,3,6,8,9,11,15,16] 8.316 

20 80 0.9 0.7 [1,2,3,4,7,12,4,15,16] 7.864 

Table IV shows that the best composition of variables 
achieved was using the variable numbers [2, 3, 4, 5, 9, 10, 11, 
15, 18]. These variables are frequency, TX height, RX height, 
RX vertical angle from TX main beam, distance between 
buildings, barometric pressure, temperature, slope contour, 
and border to user distance (water). The parameters selected in 
the Genetic Algorithm showed quite a marked difference with 
the Univariate FS. The RX vertical angle from TX main beam 
and distance between buildings, which had a low correlation 
with output, were included in the selected parameter 
composition, as was the TX-RX distance parameter. This was 
because the GA method did not take into consideration the 
correlation level between the input and output variables but 
performed a combination search with the mutation and 
crossover between the variables. 

3) Particle Swarm Optimization (PSO) feature selection: 

PSO is also a wrapper method, which searches for the best 

composition by evaluating every possibility for each candidate 

combination using machine learning, searching for the best 

accuracy based on the results of the evaluation. This research 

carried out a number of trials by altering the values of the PSO 

parameter settings. Particle number, weighting, and C1/C2 

values were changed to obtain the best accuracy value from the 

selected variables. The number of particles was varied with the 

values of 40, 70, and 100, while the W and C1/C2 values were 

varied with the values of 0.2, 0.5, and 0.8. 

TABLE V. CANDIDATE VARIABLE OF PARTICLE SWARM OPTIMIZATION 
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100 40 0.2 0.2 
[1,2,3,4,5,6,8,9,10,11,12,13,4,16,17

] 
2.433 

100 40 0.5 0.2 [2,3,5,6,7,8,11,13,4,15,16,17,18] 2.423 

100 40 0.8 0.2 
[1,2,3,4,6,7,8,9,12,13,4,15,16,17,18

] 
2.415 

100 40 0.2 0.5 [2,3,4,5,6,7,8,12,13,4,16,17,18] 2.421 

100 40 0.5 0.5 [1,2,3,5,6,7,9,10,4,15,16,17,18] 2.419 

100 40 0.8 0.5 
[1,2,3,4,5,6,7,8,9,10,12,13,16,17,18

] 
2.416 

100 40 0.2 0.8 
[2,3,4,5,6,9,10,12,13,4,15,16,17,18

] 
2.417 

100 40 0.5 0.8 
[2,3,5,6,7,8,9,10,11,12,13,15,16,17,

18] 
2.415 

100 40 0.8 0.8 
[2,3,4,6,7,9,10,11,12,13,4,15,16,17,

18] 
2.411 

100 70 0.2 0.2 
[2,3,6,7,8,9,10,11,13,4,15,16,17,18

] 
2.425 

100 70 0.5 0.2 
[1,2,3,4,6,7,9,11,12,13,15,16,17,18

] 
2.419 

100 70 0.8 0.2 
[2,3,4,6,7,9,11,12,13,4,15,16,17,18

] 
2.414 

100 70 0.2 0.5 
[1,2,3,4,5,6,7,8,11,12,13,4,15,16,17

,18] 
2.419 

100 70 0.5 0.5 [2,3,4,5,6,8,9,10,12,13,16,17,18] 2.419 

100 70 0.8 0.5 
[2,3,4,5,6,7,8,9,10,11,12,13,4,15,16

,17,18] 
2.411 

100 70 0.2 0.8 
[1,2,3,4,6,7,8,9,12,13,4,15,16,17,18

] 
2.415 

100 70 0.5 0.8 
[2,3,4,5,6,7,8,9,10,11,12,13,4,16,17

,18] 
2.411 

100 70 0.8 0.8 
[2,3,4,6,7,9,10,11,12,13,4,15,16,17,

18] 
2.411 

100 100 0.2 0.2 [1,2,3,6,7,9,11,12,4,15,16,17,18] 2.428 

100 100 0.5 0.2 [2,3,4,5,6,9,12,13,4,15,16,17,18] 2.420 

100 100 0.8 0.2 
[1,2,3,5,6,7,8,9,10,12,13,4,15,16,17

,18] 
2.413 

100 100 0.2 0.5 [1,2,3,4,6,7,9,4,15,16,17,18] 2.423 

100 100 0.5 0.5 
[1,2,3,4,5,6,7,8,9,11,12,13,4,16,17,

18] 
2.414 

100 100 0.8 0.5 
[1,2,3,4,6,7,8,9,10,11,13,4,15,16,17

,18] 
2.417 

100 100 0.2 0.8 
[2,3,4,5,6,9,10,12,13,4,15,16,17,18

] 
2.417 

100 100 0.5 0.8 
[1,2,3,4,5,6,7,8,9,10,11,12,13,4,15,

16,17,18] 
2.411 

100 100 0.8 0.8 
[2,3,4,5,6,7,8,9,11,12,13,4,15,16,17

,18] 
2.413 

Table V shows that the best composition of variables was 
the composition of variables [2, 3, 4, 6, 7, 9, 10, 11, 12, 13, 
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14, 15, 16, 17, 18]. The variables eliminated from the selected 
variables were TX-RX distance, RX vertical angle to 
mainbeam, and building height. This was the same as the 
Univariate results, where the parameters of RX vertical angle 
to mainbeam and building height, which had a low correlation, 
were not included in the selected variables. However, what 
was significantly different was the parameter of TX-RX 
distance, which had a sufficiently high level of correlation but 
was not included in the selected variables in PSO. As in the 
case of GA, PSO did not take into account the level of 
correlation between the input and output variables, but carried 
out a combination search with a particular method. In PSO, 
the search uses a swarm technique, which is a search based on 
the history of the best values, whether Pbest or Gbest. 

C. Machine Learning Evaluation 

In this research, four machine learning models were used 
to improve path loss prediction. The results of the evaluation 
parameters using four machine learning model are presented. 

Table VI shows the evaluation of combination parameters 
to the feature selection methods with machine learning 
models. These results indicate that the best feature selection in 
DNN modeling is the Univariate method with an RMSE value 
of 4.49. These results are also shown in the KNN Regressor 
and Random Forest modeling where the smallest RMSE value 
uses the Univariate feature selection method where the RMSE 
values are 3.75 and 1.52 respectively, while the feature 
selection method using the GA method has the lowest 
accuracy rate for the use of the three types of algorithms. the. 
The SVR modeling shows different results, namely the best 
feature selection using GA, while the selection feature with 
the largest RMSE uses Univariate. 

Table VII shows the best combination of feature selection 
methodology and machine learning. In the improvement of the 
Cost-Hatta model using Univariate-Random Forest, it has the 
smallest level of accuracy, namely the RMSE value of 1.52, 
MAE of 1.09 and MAPE of 14.08. The second accuracy value 
is model improvement using Univariate-KNN with a RMSE 
value of 3.75, an MAE value of 2.76 and a MAPE value of 
35.75. On the third device, using univariate-DNN with an 
RMSE value of 4.49, an MAE value of 3.31 and a MAPE 
value of 308.8. While the worst value of accuracy 
improvement is by using GA-SVR. The value of the level of 
accuracy in the model is RMSE of 17.09, MAE value of 13.9 
and MAPE value of 592.29. 

The results of the Cost-Hatta model improvement using a 
machine learning approach can be seen in Fig. 6. The graph 
shows that the increasing accuracy using univariate-RF was 
the highest in RMSE accuracy, which is around 94.12%, 
followed by Univariate-KNN Regression and Univariate-DNN 
where the increase values are 85.48% and 82.67%, 
respectively. The lowest RMSE accuracy increase value is in 
the GA-SVR combination, with an accuracy increase of 
33.84% from the Cost-Hatta RMSE value of 25,832 to 1.52. 

TABLE VI. EVALUATION PERFORMANCE OF FEATURE SELECTION – 

MACHINE LEARNING MODEL 

Model FS RMSE MAE MAPE 

DNN 

GA 5.58 4.15 720.57 

PSO 5.18 3.86 705.96 

Univariate 4.49 3.31 308.80 

KNN Regressor 

GA 4.61 3.24 148.09 

PSO 3.88 2.80 89.56 

Univariate 3.75 2.76 35.75 

Random Forest Regressor 

GA 1.76 1.22 105.79 

PSO 1.58 1.12 36.54 

Univariate 1.52 1.09 14.08 

SV Regressor 

GA 17.09 13.90 592.29 

PSO 18.08 14.65 634.28 

Univariate 18.21 14.74 252.81 

TABLE VII. COMPARISON OF COST-HATTA MODEL WITH MACHINE 

LEARNING MODIFICATION MODEL 

Model 
Evaluation 

RMSE MAE MAPE 

Cost-Hatta 25.832 21.319 15.375 

Cost-Hatta - Univ-DNN 4.49 3.31 308.8 

Cost-Hatta-Univ-KNN 3.75 2.76 35.75 

Cost-Hatta-Univ-RF 1.52 1.09 14.08 

Cost-Hatta-GA-SVR 17.09 13.9 592.29 

 

Fig. 6. Improvement Percentage of Machine Learning Model 

Approachment. 

V. CONCLUSIONS 

The determination of the features in the modeling will 
determine the accuracy of the path loss prediction. The 
condition of different signal propagation area causes the 
complexity of the various parameters needed in predicting 
path loss modeling, especially in mixed land-water areas. 
System parameters and environmental parameters have an 
influence on the path loss value. The feature selection method 
approach is needed to choose the best combination of 
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parameters in the construction of the prediction model. 
Improvements to the Cost-Hatta model with the feature-
selection and machine learning approach resulted in a 
significant improvement in accuracy. The combination of the 
Univariate-RF model is the best combination with an increase 
in accuracy of 94.12% from the previous RMSE Cost-Hatta 
value. This indicates that the proposed model framework is 
highly suitable to be used in a mixed land-water area. 

VI. FUTURE WORK 

In the next research, some suggestion to increase path loss 
prediction accuracy especially in mixed land water area: 

1) Hyper-parameter optimization of machine learning 

models can be carried out. Metaheuristic methods such as 

Genetic Algorithm and Particle Swarm Optimization can be 

used in determining the composition of hyper-parameters to get 

the best accuracy value. 

2) Expand measurement data to get a more varied sample 

value, especially for weather parameters. 
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