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 Motto : 

• Embrace the unknown and forge your path. 

• Dream big, start small, achieve greatness. 

• Cultivate resilience, reap endless possibilities. 

• Learn from yesterday, live for today, hope for tomorrow. 
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CHAPTER I 

INTRODUCTION 

 

1.1 Introduction   

This chapter contains the background, problem statement, research 

objectives, benefits of the research, research limitations, writing systematics, and 

conclusions of this study. This chapter will also provide a general explanation of all 

the activities that will be carried out in this research.   

 

1.2 Background 

Numerous intriguing and lucrative employment options are offered by data 

science.  Data scientists are increasingly vital in gaining insights, making data-

driven decisions, and resolving difficult issues as a result of the exponential rise of 

data and its growing importance across industries.  Large datasets are gathered, 

cleaned, and analyzed by data scientists using their expertise in statistical analysis, 

machine learning, and programming to find interesting patterns and trends (Frisse 

& Misulis, 2019; Ghosh, 2019). Models, algorithms, and predictive analytics are 

created and used to speed up corporate growth, simplify processes, and improve 

decision-making. Data analysts, data engineers, machine learning engineers, and 

data scientists are all job titles related to data science. These professionals address 

challenges including customer behavior analysis, fraud detection, risk assessment, 

and personalized suggestions.  They work in variety of industries, including 

marketing, technology, finance, and healthcare (Machado, 2020). With the 

increasing demand for skilled data science professionals, pursuing a career in this 
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field offers enormous potential for growth, innovation, and impact. As Today's 

world generates massive amounts of data, businesses rely on it to advance. Massive 

amounts of unstructured data stored in the cloud must be processed and prepared 

before they can be used by industries. In the previous decade, data-driven 

technology has transformed our daily lives and businesses. Data science seeks to 

mine data for hidden potential and value. It has become an essential component of 

businesses at all levels. The insatiable demand for data analysis ensures a place for 

data scientists in businesses (Bose, 2022).  

The explanation in first paragraph shows that data sciences are commonly 

used in businesses. They are used to transform a vast amount of data into 

insightful analyses and predictions, turning seemingly meaningless data into 

knowledge (Deshmukh, 2021). One example of their uses is that businesses use 

them when hiring new employees or changing jobs where the application of data 

science enables the selection of workers whose profiles are more compatible with 

and fit for the goals of the business (Rego et al., 2022). Several methods that can 

be used in data sciences. One of them is Extreme Gradient.  Boosting This method is 

very useful for businesses with large scale time-series data.  According to (Gregory, 

2018), an extremely accurate customer churn model can be produced using 

extreme gradient boosting on a customer dataset with a wide range of temporal 

features, for example, the one related to salary outcome of the new employees.  

Predicting salary outcomes using Extreme Gradient Boosting looks very interesting 

to investigate because it will help to get the balance between applicants’ actual 

ability and their employment salary expectation (Zhang & Cheng, 2019). It is then 
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the reason to do this study entitled “Predicting Salary Outcome in the Field of 

Data Sciences Using Extreme Gradient Boosting Method”, where the 

algorithms of extreme gradient boosting method (XGBoost) is used to predict the 

salary outcome from a data set. 

 

1.3 Problem Formulation  

Based on the explanation in the background, the research questions of this 

study are as follows:   

1. How can the Extreme Gradient Boosting (XGBoost) algorithm be utilized to 

predict salary outcomes in the field of data science?   

2. How is the performance evaluation of the Extreme Gradient Boosting 

(XGBoost) algorithm in predicting salary outcomes from data science salaries? 

 

1.4 Research Objectives 

Based on the research questions formulated in problem formulation, the 

objectives of this study are: 

1. To predict the salary outcome from data science salaries using Extreme 

Gradient Boosting (XGBoost) algorithm.  

2. To determine how the performance evaluation of the Extreme Gradient Boosting 

(XGBoost) algorithm is in predicting salary outcomes from data science salaries. 

 

1.5 Benefits of Research  

The benefits of this study are:  
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1. The findings of the study provide valuable preliminary insights for predicting 

salary outcomes in the field of data science. These findings are critical for 

making informed decisions, benchmarking, identifying influential factors 

addressing disparities and biases, facilitating career planning, and guiding 

recruitment and retention strategies. These insights enable individuals and 

organizations to make strategic decisions about compensation by analyzing 

relevant data such as education, experience, skills, and industry trends. 

2. The findings of this study are expected to become a reference in the field of 

applied computer science, particularly in the field of machine learning.   

 

1.6 Problem Limitation  

This study's limitations are as follows:  

1. The data that is used in this study is public data from Kaggle Data Science 

Salaries (Year 2023). (https://www.kaggle.com/datasets/arnabchaki/data- 

science-salaries-2023)  The data consists of the salary starting from the year 

2020 until 2023 and the region varies from different countries. 

2. The method that is used in this research is XGBoost regressor from the 

XGBoost library. it has shown promising results but may have limitations in 

generalization, model complexity, and interpretability. 

 

https://www.kaggle.com/datasets/arnabchaki/data-science-salaries-2023
https://www.kaggle.com/datasets/arnabchaki/data-science-salaries-2023
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1.7 Systematization of Writing   

The systematics of writing this thesis follows the standard thesis writing 

applied by the Faculty of Computer Science, Universitas Sriwijaya which consists 

of 6 chapters where each chapter can be described as follows:   

 

CHAPTER I. INTRODUCTION 

This chapter contains the background, problem formulation, research 

objectives, research benefits, problem restrictions, writing systematics, 

and conclusions in this research. 

CHAPTER II. LITERATURE REVIEW 

In this chapter, the fundamentals of the t heory used in the research are 

discussed, such as the definitions of the XGBoost algorithm, Data 

Science, Job Marketing, software development types, Metrics Evaluation 

MAE and MAPE. As well as previous relevant research.   

 

CHAPTER III. RESEARCH METHODOLOGY 

In this chapter, the stages of doing this research are described. Each stage 

of the research plan will be thoroughly described, with reference to a 

framework.  Project management for the research will be included at the 

end of this chapter.   

 

CHAPTER IV. SOFTWARE DEVELOPMENT 
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In this chapter, the Rational Unified Process (RUP) method is described.  

The development of software will begin with the inception phase, followed 

by the elaboration phase, construction phase, and transition phase. 

 

CHAPTER V. RESEARCH RESULTS AND ANALYSIS  

In this chapter, the findings from the research experiments are discussed and   

analysed. 

 

CHAPTER VI. CONCLUSION AND RECOMMENDATIONS   

In this chapter, the conclusion and suggestion based on the research 

findings and discussion are presented.  

 

1.8 Conclusion 

It is concluded that this research will involve the development of a 

prediction system for Data Science Salaries data using the XGBoost algorithm, to 

predict the salary outcome, which can help job seekers and employers in making 

informed decisions.   
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