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Abstract – The purpose of this study creates a 

Sentiment Analysis model of COVID-19 using 

Multimodal Fusion Neural Networks in real time to 

model and visualize COVID-19 in Indonesia. This study 

obtained 87 percent accuracy using the Multimodal 

Fusion Neural Networks model, a higher 5 percent than 

benchmarking model Convolutional Neural Networks. 

This study proves that the sentiment model built is quite 

promising and relevant to be implemented. 
 

Keywords – Multimodal Fusion Neural Networks, 

COVID-19, Sentiment Analysis. 
 

 

1. Introduction 

 

Sentiment Analysis is an approach that focuses on 

analyzing sentiment from a particular domain such as 

text or images. Most of the sentiment analysis models 

currently used focus on using Twitter data for 

classification.  Ye et al [1] approach to reviewing 

tourist destinations used machine learning. In 

Anastasia et al [2] sentiment analysis was used to 

show the level of satisfaction of transportation 

consumers online. In addition to Twitter data, some 

researchers also use advanced models for sentiment 

analysis of texts such as [3][4]. 
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Aspect-based sentiment analysis has become one of 

the expansions in sentiment analysis research with the 

emergence of various models such as Schmitt et al [5] 

which uses end-to-end Convolutional Neural 

Networks CNN as the main architecture in aspect-

based sentiment analysis, Li et al [6] which utilizes the 

pre-trained BERT model as the main architecture in 

aspect-based sentiment analysis and so on. The use of 

state-of-the-art models of natural language processing 

such as BERT [7] which is widely used as a pre-

trained model can help in improving the evaluation 

performance of the developed model, but challenges 

such as if the data is composed of more than one 

modality such as an image will affect the quality of the 

model. Based on this, the first challenge is how to 

make a model that can accept input in the form of 

multimodal features in the form of text captions and 

images for the case of sentiment analysis. Some 

models that already support multimodal such as 

hierarchical-level Fusion [8] can accept input data in 

the form of a bottleneck layer. Such as comes from the 

text and voice features but is still limited in speed 

performance in inference if the input is in the form of 

images and text. Other models such as Graph Fusion 

Encoder [9] which is currently state-of-the-art in the 

machine translation domain with multimodal features 

can combine images and parallel text corpus to 

produce good model performance. Currently, the 

model is still used in the machine translation domain 

only. This model can be adopted and modified to suit 

the case of sentiment analysis with multimodal feature 

images and text captions. Utilization of the latest 

technology must be balanced with training time and 

fast inference which also depends on the complexity 

of the model used, for example, some architectures 

with CNN networks background [10] will have an 

O(n/k) model complexity while some other 

architectures are based on Long Short-Term memory 

[11] will have a slower O(n) complexity than CNN. 

The second challenge is how to create a sentiment 

analysis model that can accept input in the form of 

multimodal features that can perform training and 

inference quickly and with low complexity. 

https://doi.org/10.18421/TEMxx-xx
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Currently, the COVID-19 case in Indonesia is very 

high, with more than one million cases occurring until 

March 2021. The use of sentiment analysis in 

analyzing a community's mood towards COVID-19 is 

one way to find out public sentiment regarding the 

handling and prevention of COVID-19 through data 

on social media such as Instagram. For example, if we 

want to observe the success or public sentiment of 

implementing vaccines in Indonesia based on data 

from social media such as Instagram, the multimodal 

sentiment analysis model can be used. Therefore, the 

third challenge is how to use the multimodal sentiment 

analysis model, feature images, and text captions to be 

able to observe public sentiment on the COVID-19 

case. The fourth challenge is how to collect datasets 

from Instagram related to caption texts and post 

images regarding the prevention and control of 

COVID-19 in Indonesia. The contributions of this 

research are as follows: (1) the creation of a novelty 

model that can handle input in the form of multimodal 

features that can analyze sentiment, (2) collection of a 

multimodal dataset of image features and captions 

from Instagram, (3) the use of the model that has been 

made in the sentiment case community regarding the 

handling and prevention of COVID-19 in Indonesia. 

Based on the above explanation, in this study, we 

build a Sentiment analysis model for COVID-19 using 

Multimodal Fusion Neural Networks in real-time. We 

face these problems: (1) How to create a model that 

can handle input in the form of multimodal feature 

images and text for the case of sentiment analysis, (2) 

Collection of multimodal feature datasets from 

Instagram sources in the form of post images and 

caption texts with the topic of COVID-19, (3) How to 

implement the model that has been built in the case of 

COVID-19. The purpose of this research is as follows: 

(1) To create a model that can handle input in the form 

of multimodal feature images and text for the case of 

sentiment analysis, (2) To collect a multimodal feature 

dataset from Instagram sources in the form of post 

images and caption texts with the topic of COVID-19, 

(3) To implement the model that has been built in the 

case of COVID-19.  
 

2. Related Works 
 

  Sentiment Analysis is focus is analyzing text data. 

In its use, most research uses data of Twitter to collect 

sentiment for the classification process. Sonia and 

Indra [2] perform sentiment analysis research to show 

which online transportation Grab and GO-JEK are 

more satisfying to users.  In they study, it has been 

proved that the NSS calculation has the same results 

as the traditional customer satisfaction method. 

Deep Neural Networks is a Deep Learning 

architecture that is composed of more than one hidden 

layer that accepts input data to generate output 

predictions (Figure 1) [12]. This architecture attempts 

to match the prediction to the label (Ground Truth) by 

tuning the parameters. 

 

Figure 1.  Deep Learning Architecture 

 

The input in this architecture consists of (input 

layer)𝑥 = (𝑥1, 𝑥2, 𝑥3 … , 𝑥𝑇)𝑇, (hidden layer) ℎ =
(ℎ1, ℎ2, ℎ3 … , ℎ𝑇)𝑇 and (Output layer) 𝑦 =
(𝑦1, 𝑦2, 𝑦3 … , 𝑦𝑇)𝑇. Then there is the weight matrix 

W= {W_ij} which connects the input layer with the 

hidden layer and the weight matrix U= {U_ij} which 

connects the hidden layer h_i with the output layer r_i. 

The calculation of the hidden layer in this architecture 

is as follows: 

 
𝑠𝑗 =  ∑ 𝑥𝑖

𝑛
𝑖=1 𝑊𝑖𝑗     (1) 

𝑟𝑗 =  ∑ ℎ𝑖
𝑛
𝑖=1 𝑈𝑖𝑗     (2) 

 

The output of the hidden layers s_j (Eq.1) and r_j 

(Eq.2) will each be assigned an activation layer to 

transform the linear into non-linear functions as 

follows: 

 
ℎ𝑗 =  𝑓(𝑠𝑗)      (3) 

𝑦𝑗 =  𝑓(𝑟𝑗)      (4) 

 

Some of the activation functions that are often used 

are Tangent Hyperbolic (tanH), Logistics Function 

(sigmoid), and Rectified Linear Unit (ReLU) shown 

in Figure 2: 

 
Figure 2.  The Activation Functions 

 

𝑡𝑎𝑛𝐻 =  
2

1+ 𝑒−2𝑥 − 1                 (5) 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑 =  
1

1+ 𝑒−𝑥    (6) 

𝑅𝑒𝐿𝑈 =  {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0

    (7) 

 

The output of y_j (prediction result) will be 

compared with y_o (output / Ground Truth) then the 

loss function is calculated with Mean Square Error 

(MSE). Gradient Descent will then works on training 

data and calculate the Gradient of each previous layer 

to change the weight (Weight). This continues until 

the Convergence or weight does not change anymore. 

 



𝑀𝑆𝐸 =  
1

𝑛
 ∑ (𝑦𝑗 −  𝑦𝑜)2𝑛

𝑗=1                (8) 

 

Convolutional Neural Networks are the same as the 

DNN architecture discussed previously, which 

consists of neurons that learn weights and biases, each 

neuron receives input and performs matrix 

multiplication and then enters non-linearity such as 

ReLU. Networks still have a loss function and a fully-

connected layer. In addition, this architecture is 

equipped with a convolutional layer and a max-

pooling layer as shown below. 

 

 
Figure 3.  The Activation Functions 

 

In the Figure 3, for example, the input image x_ijk 

32x32x3 pixels will enter the convolution layer 

S(x,W) where the filter or kernel W_ij 5x5 will work 

to perform the convolution or scanning process on 

receptive fields to produce 6 layer feature maps 

28x28. 

 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧𝑖) =  
exp (𝑧𝑖)

∑ exp (𝑧𝑗)𝑛
𝑖=1

               (9) 

 

Recurrent Neural Networks are similar to the DNN 

architectures discussed above. The difference is that 

this architecture uses the value of the previous state 

(previous state) to calculate the current state. RNN has 

the ability to link previous information to the current 

task, for example using the previous video frame will 

provide insight into the current frame (Figure 4). 

 

 
Figure 4.  RNN 

 

The weakness of RNN is that the previous state is 

always used in the current state which is often referred 

to as "long term dependency" which is often not very 

important to use. This is what underlies the emergence 

of variations of the RNN, namely LSTM [11]. LSTM 

is designed to avoid long-term dependencies, namely 

remembering information for a long time. The 

complete architecture of the LSTM can be seen in the 

Figure 5:  

 

 
Figure 5.  LSTM Architecture 

 

In the picture above, it can be seen that the LSTM 

architecture is the same as the RNN, which is to get 

the previous cell state value but has several additional 

gates. The first step of the LSTM is to determine 

whether the information from the previous cell state is 

forgotten or stored in the current cell with the forget 

gate f_t: 

 
𝑓𝑡 =  𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓)              (10) 

𝑖𝑡 =  𝜎(𝑊𝑖 [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑖)              (11) 

𝑐𝑡 =  𝑡𝑎𝑛𝐻(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐)                          (12) 

𝐶𝑡 =  𝑓𝑡 ∗  𝐶𝑡−1 +  𝑐𝑡                           (13) 

𝑜𝑡 =  𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑜)              (14) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛𝐻(𝐶𝑡)               (15) 

 

The next step is to determine what information will 

be stored in the cell state with the help of 2 parts: (1) 

the input gate i_t which determines what value to 

update and (2) the new candidate c_t. The calculated 

candidate c_t will be multiplied by the input gate i_t 

to prepare it to be the current state c_t= i_(t )* c_t. The 

previous state C_(t-1) is then determined whether to 

be used in the current state by multiplying by f_t and 

adding up the candidate c_t. The last step is to 

determine what value to output by calculating the gate 

output o_t. The current hidden layer h_t is calculated 

by Eq.10. 

 

3. Methodology 

3.1 Design Experiment 

This research is divided into 2 stages, namely the 

creation of a sentiment analysis model that can receive 

input in the form of text and posters from Instagram 

social media. Modeling involves Deep Learning 

architecture with modifications to networks such as 

adding a multimodal Graph layer containing captions 

and images, adding self-attention and using fusion. All 

these theories have been discussed in the previous 

chapter. After the network is created, an evaluation 

will be run to measure the performance of the model 

using Precision, Recall and F-score. The model that 

has been evaluated will be used in the next stage, 

namely the implementation of the model in the case of 

COVID-19. The second stage will begin with 

collecting datasets from Instagram by involving 

crawling techniques to retrieve Instagram poster and 

text data. The data that has been collected will be 

given a sentiment in the form of a sentiment class 

(positive, negative and neutral) and a mood class 



(happy, sad, angry and relaxed). After being given a 

sentiment and mood class, the dataset will be 

evaluated using the Kappa Score to assess the 

agreement between two or more annotators. The 

dataset that has been collected is called a corpus, 

where this corpus will be used to train the model. After 

getting a model with Instagram data related to 

COVID-19, the model will be evaluated for 

performance and run in real-time architecturally by 

utilizing other technologies such as Kafka and 

streaming processes, so that in the future this system 

will be able to be used to monitor real-time data from 

social media. 

 

3.2   Fusion 

  Merging information from various features such as 

sound, images and text can be done by fusion 

techniques: (1) feature-level fusion, (2) decision-level 

fusion and (3) hierarchical-level fusion [8]. The last 

name is the state-of-the-art on the topic of spoken-

dialogue which combines acoustic and lexical features 

with an accuracy of 57.3 percent. hierarchical-level 

fusion receives input from different features and then 

in one of the first hidden layers a feature-level process 

is carried out (combining features before the 

recognition process is carried out) and in the second 

hidden layer a decision-level process is carried out 

(determining the final decision to determine the 

output). The complete architecture shown in Figure 6: 

 

 
Figure 6.  Hierarchical-level fusion 

 

The fusion architecture can accept input in the form 

of bottleneck features [13][14], features generated by 

hidden layers in neural networks with various models 

such as DNN, CNN, RNN and CRNN as done by [15] 

which combines the CNN input of acoustic features 

with DNN input of acoustic features. The following is 

a proposed model that can accept input in the form of 

text and images for the case of sentiment analysis. The 

model comes from a combination of several empirical 

models that are formed to receive input in the form of 

images and text from Instagram. Instagram text 

captions and posters can be combined with a 

multimodal graph which will become a unified vector 

that can be forwarded to visual self-attention and text 

self-attention. Each output of self-attention will be 

entered in Hierarchical Fusion. 

 

3.3   Sentiment Analysis 

The dataset is collected by taking based on 

keywords, namely certain in COVID-19. The 

collection is carried out from April 2021 - May 2021 

in Indonesian. Data is collected through Instagram by 

taking posts, captions and sentiments that classifies 

into three categories, there are negative (-1), positive 

(1), and neutral, or incomprehensible (0). There are 

some rules before classifying dataset for each tweet. 

For the data labeling process, the researcher used 4 

annotators, all of whom were students of computer 

science, mathematics, and computer engineering to 

measure the Kappa value. The reliability test of two or 

more annotators use Kappa value [16]. Ensuring the 

data using this technique to know the study has an 

appropriate representation is quite important. The 

annotator will manually label all tweet data. The 

labeling process is carried out according to the rules 

described above. Once the labeling process is 

complete, the sentiments of all annotator from the new 

dataset created will compares. The new dataset will 

calculate the kappa value for each annotator. After 

getting the kappa value for each annotator then we get 

the average value to see if the kappa is considered 

good, moderate, or bad. As previously mentioned, this 

study uses two classes, namely positive (1) and 

negative (0). The rest considered neutral or irrelevant 

were not used in this study. Before the dataset can be 

processed into the model, the data must first be 

processed into a pre-processing process to remove 

irrelevant words that do not represent any sentiment 

such as punctuation, symbols, numbers, and links. The 

researcher also performed stemming [17], 

normalization [18], and removing stop words as well. 

1. Remove Punctuation, like comma, period, 

exclamation mark, etc. must be deleted. 

2. Deleting symbols and numbers. 

3. Deleting a link, all tweets that contain a tweet 

link, the link must be deleted 

4. Stemming, words in the Indonesian Dictionary 

KBBI that are not standardized will be changed 

to standard words. 

5. Normalization, abbreviations will be changed to 

ordinary words. The dictionary will be made that 

containing abbreviated words and original words. 

For example, “very much”, “no”, etc. 

6. Stop words, to remove words that do not contain 

sentiment in tweets. For example, “which”, 

“there”, “follow”, “then”. All words containing 

stop words will be deleted. 

 

4. Results and Discussion 



The dataset was taken from several sources, 

particularly on Twitter and the crawling websites, the 

main keyword about COVID-19, Vaccine, and others. 

After collecting the data, we divided it into three 

classes: positive, negative, and neutral, the dataset was 

then evaluated by using the Kappa score as follows. 

We obtained more than 0.7 which indicated our 

dataset is valid. 
 

𝑝𝐴 =   
330+3

337
 =  0.981                 

      

     

𝑝𝑟𝑒𝑙𝑒𝑣𝑎𝑛 =  
330+2

330+3+2+2
 .

330+2

330+3+2+2
 = 0.970          

      

     

𝑝𝑡𝑖𝑑𝑎𝑘 =
3+2

330+ 3+2+2
 .

3+2

330+ 3+2+2
= 0.0002           

      

    

𝑝𝑒 =  0.9702 +  0.022 = 0.9764               

      

     

𝐾𝑎𝑝𝑝𝑎 =
(0.981−0.9764)

(1−0.9764)
= 0.812 

 

The dataset then changed into word2vec and BoW 

features as follow: 

 

[71,147,233,128,383,201,9,616,160,536,17,54]  0 

[24,9,975,79,204,641,11,10,29,475,204,15,80]  1 ... 

[276,19,929,281,108,7,175,172,5,33,25,54,1] 150 

 

The final dataset is then grouped into a CSV file 

which consists of the BoW features and Word2Vec 

features. 

 

 
Figure 6.  Confusion Matrix of Fusion 

 

Text classification based on the LSTM model is 

performed by BoW and Word2Vec in order to prove 

and analyze the feasibility of the COVID-19 dataset 

that was created before. BoW and Word2Vec feature 

x_i will be forwarded into LSTM architecture which 

consists of 4 gates: input i_t in Equation 16, output o_t  

in Equation 17, forget f_t in Equation 18, and 

Candidate C_t in Equation 19. For each gate, the for-

mula can be computed as follow: 

 
𝑖𝑡 =  𝜎(𝑊𝑖 ∗ [ 𝐶𝑡−1, ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑖)             (16) 

𝑜𝑡 =  𝜎(𝑊𝑜 ∗ [ 𝐶𝑡, ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑜)               (17) 

𝑓𝑡 =  𝜎(𝑊𝑓 ∗ [ 𝐶𝑡−1, ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓)            (18) 

𝐶𝑡 =  𝑓𝑡 ∗  𝐶𝑡−1 + (1 −  𝑓𝑡) ∗ ~𝐶𝑡                (19) 

 

Input gate layer decides what value will be updated, 

forget gate layer decides the previous state will be kept 

or thrown. Output gate layer decides the output and 

the candidate is the value that will be added into the 

state. Detail LSTM architecture as shown in Figure 7: 

 
Figure 7.  Long Short Term Memory 

 

Training is performed in GPU computer GTX 1050 

with CUDA Architecture in order to decrease training 

time. 30 epoch training was performed for each BoW 

and Word2Vec data, then Validation data was used to 

measure accuracy and loss com-pared with Training 

data in order to prevent over fitting. After performing 

training for each design experiment in order to 

produce appropriate models. Based on confusion 

matrix (Figure 6), testing data is used to test the 

overall accuracy of the model. Complete prediction 

results for each design experiment can be seen in 

Table 1. 

 
Table 1.  Text Classification Result 

 

 

 

 

5. Conclusion 
 

     This study obtained 87 percent accuracy using the 

Multimodal Fusion Neural Networks model, a higher 

5 percent than benchmarking model Convolutional 

Neural Networks. This study proves that the sentiment 

Class 
Genre 

Preci

sion 
Recall 

F-score Accur

acy 

Sentim

ent 

+ 

 

0.94 0.92 0.93  

95% 

- 0.95 0.98 0.96 

# 0.94 0.90 

 

0.92 

Mood Sad 0.85 0.83 0.84  

85% 
Happy 0.84 0.85 0.83 

angry 0.84 0.80 0.82 

relax 0.84 0.80 0.82 

      



model built is quite promising and relevant to be 

implemented. 
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