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Preface 
 

This book covers key areas of physical science research. The contributions by the authors include bulk 

modulus, micro-hardness, semiconductors, electro-negativity, glass ceramic, radioactive waste, 

crystallization temperature, crystalline phase, ladder-type four-level system, time-dependent resonant 

three-step absorption, time-dependent perturbation theory, three different light pulses, acoustic optics, 

Bragg diffraction, spatial filters, Raman diffraction, MATLAB, superfluid helium, boiling, recovery heat flux, 

two-fluid model, heat and mass transfer, superconductivity, magnetism, magnetic force, curie point, Gill’s 

electronic theory, complex normed space, generalized angle, complex Hilbert space, energy literacy, 

assessment framework, physics education, artificial neural network, fault detection, fault classification, 

transmission line, distance protection, driver fatigue, alerting effect, clustering, differential entropy. This 

book contains various materials suitable for students, researchers and academicians in the field of 

physical science research. 

 

  



ii 

 

 



_____________________________________________________________________________________________________ 
 
1Department of Physics, Tata College Chaibasa, Westsingbhum 833201, Jharkhand, India. 

*Corresponding author: E-mail: shreyagorai@gmail.com; 

 
 

Chapter 1 
Print ISBN: 978-93-91312-26-8, eBook ISBN: 978-93-91312-34-3 

 

 

 

Determining the Bulk Modulus and Microhardness 
of Tetrahedral Semiconductors 
 
Sanjay Kumar Gorai1* 

 
DOI: 10.9734/bpi/nupsr/v9/2123F 

 
 

ABSTRACT 
 

From electronegativity and principal quantum number of II-VI, III-V semiconductors, a general 
empirical formula for calculating bulk modulus (B) and microhardness (H) was discovered. Constant 
C1, which appears in the expression of bulk modulus, as well as constants C2 and C3, which appear 
in the expression of microhardness and the exponent M, have the following values. The numerical 
values of C1,C2, C3 and M are respectively 206.6, 8.234, 1.291, -1.10 for II-VI 72.4, 31.87, 7.592, -
0.95 for III-V semiconductors. The chemical bonding behaviour of constituent atoms in these 
semiconductors can be accurately reflected by both electro-negativity and principal quantum number. 
The measured bulk modulus and microhardness values are very similar to the reported results. The 
results of this research would aid in the development of new semiconductor materials as well as the 
investigation of their mechanical properties. 
 

Keywords: Bulk modulus; microhardness; semiconductors; electro-negativity.  
 

1. INTRODUCTION 
 

Because of their growing scientific and technical applications, interest in studying various properties of 
binary tetrahedral semiconductors has grown in recent years [1-5]. However, the bulk modulus and 
microhardness of these materials have rarely been studied.  Kumar et al. [6-7] proposed an empirical 
relationship for binary tetrahedral semiconductors between bulk modulus, microhardness, and 
plasmon energy using plasmon energy. Reddy et al. [8-9] proposed an empirical relationship between 
electronegativity and semiconductor bulk modulus. However, Verma and Sharma [10-12] proposed an 
empirical relationship using the ionic charge model when determining bulk modulus and 
microhardness of semiconductors, taking into account that both plasmon energy and the ionic charge 
model depend on the number of valence electrons. Various theories have  been  developed to 
calculate the energy gaps and  ionicity  of  binary  tetrahedral  semiconductors, which  have drawn 
considerable interest of researchers [13-16] in recent years, to understand   various   properties   of  
these  compounds. In this study, Electronegativity has been used to determine the bulk modulus and 
microhardness of these materials considering that it delineates the capability of an atom in a molecule 
to attract bonding electrons [17-18]. The principal quantum number is also used as a input parameter 
to estimate the bulk modulus and microhardness of these materials. 
 

2. METHODOLOGY 
 

The bulk modulus of any material depends on the volume of its constituent atoms. The bulk modulus 
of any material depends on the valence electron gas pressure completely determine the resistance of 
atoms to compression. This compression of an atom is closely related to two parameters. One 
parameter is the electronegativity value which is the attracting power of the electronegativity value 
which is the attracting power of effective nuclear charge to valence electrons in outer orbitals. The 
larger the EN value the more tightly the nuclei hold the valence and smaller the bulk modulus. Since it 
is a measure of the stiffness or of the energy required to produce a given deformation. The higher the 
bulk modulus, the stiffer is the crystal. This deformation is the distortion of the outer electronic shell. 



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Determining the Bulk Modulus and Microhardness of Tetrahedral Semiconductors 

 
 

 
2 
 

The distortion produced in a crystal is related with the principal quantum number of constituent atoms 
in a material. The larger the principal quantum number, the longer the distance between the nuclei 
and valence electrons, and the larger electronic polarisability and hence higher bulk modulus. The 
electronegativity and principal quantum number both are very useful parameter in understanding the 
nature of chemical bonding and predict mechanical properties like bulk modulus and microhardness of 
tetrahedral semiconductors. For II-VI and III-V semiconductors the bulk modulus is assumed to be 

correlated to is the average principal quantum number  of valence electrons of atoms 

A and B and 𝜒𝐴  and 𝜒𝐵  are electronegativities of atoms A and B respectively. For II-VI and III-V 
semiconductors the bulk modulus is empirically expressed as 
 

                                    (3) 

 

where C1 and M have values 206.6,-1.09 for II-VI and 72.4,-0.95 for III-V semiconductors 
respectively. 
 

Table 1. Bulk modulus of tetrahedral semiconductors 
 

Compounds 
 

BA

av



  Cal.Eq. 
(1) 

Exp. 
Ref.[17] 

Ref. 
[6] 

Ref. 
[16] 

Ref. 
[17] 

Ref. 
[18] 

Ref. 
[19] 

Ref. 
[20] 

% 
deviation 

1 2 3 4 5 6 7 8 9 10 11 
AIIBIV           
BeO 1 206.6  265.12 291      
BeS 1.57 125.78  111.81 132      
BeSe 1.98 97.45  97.29 109      
BeTe 2.48 76.07  71.54 80      
ZnO 1.67 117.52  139.78 149      
ZnS 2.45 77.09 77 77.8  90 44.7 61 75.21 0.1283 

ZnSe 2.93 63.32 62 68.07  75 39.1 58 65.7 2.1373 

ZnTe 3.55 51.27 51 58.24  59 32.3 54 61.46 0.5331 

CdS 2.98 62.1 62 59.35  69 36.5 66 61.6 0.2538 

CdSe 3.51 51.91 53 51.57  60 32.8 60 58.9 2.047 

CdTe 4.19 42.72 42 44.01  47 27.5 56 41.6 1.7292 

HgS 3.35 54.64  43.07       
HgSe 3.9 46.23  59.07       
HgTe 4.61 38.46  51.39       
MgTe 3.26 56.31  42.15       
Average 
% deviation 

     14.98 38.21 14.34 6.91 1.04 

AIIIBVI           
BN 0.84 203.45  218.52       
BP 1.32 132.43  164.33       
BAs 1.64 107.75  137.61  87     
AlN 1.26 138.41    79     
AlP 1.89 94.16 86 88.47 87 57    9.4965 

AlAs 2.29 78.46 77 77.71 79     1.9067 

AlSb 2.81 64.60 58 56.32 57     1.388 

GaN 1.51 116.54  169.14  84.5     
GaP 2.21 81.16 89 86.63 87 74.5    8.804 

GaAs 2.62 69.04 75 73.2 77 56.9    7.936 

GaSb 3.16 57.78 57 53.12 58     1.3817 

InN 1.89 94.16  117.75       
InP 2.7 67.10 71 66.8 67 65.6    5.489 

InAs 3.15 57.96 60 59.73 61 59.5    3.397 

InSb 3.76 48.99 47 47.3 47 46.7    4.2344 

Average 
%deviation 

  2.15 2.84  2.35    4.89 



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Determining the Bulk Modulus and Microhardness of Tetrahedral Semiconductors 

 
 

 
3 
 

Table 2. Microhardness of tetrahedral semiconductors 
 

Compounds 
 BA

av



  Cal.Eq. 
(2) 

Exp. 
Ref.[21] 

Ref.[6] Ref.[23] % 
deviation 

1 2 3 4 5 6 7 
BeO 1 6.94 9.1-12.7 8.21  23.7363 

BeS 1.57 3.72  3.01   
BeSe 1.98 2.59  2.52   
BeTe 2.48 1.74  1.64   
ZnO 1.67 3.39 3.9,4.8 3.96 4.6 13.0769 

ZnS 2.45 1.78 1.7,2.8,3.5 1.86 3.3 4.706 

ZnSe 2.93 1.23 1.3-1.8 1.52 1.7 5.3846 

ZnTe 3.55 0.75 0.8-1.1 1.19 1.0 6.25 

CdS 2.98 1.19 1.2,1.22 1.23 1.1 0.8333 

CdSe 3.51 0.78 0.7-1.2 0.96 0.8 11.29 

CdTe 4.19 0.41 0.4-0.64 0.71 0.5 2.5 

HgS 3.35 0.89  1.22   
HgSe 3.9 0.55  0.96   
HgTe 4.61 0.24  0.65   
MgTe 3.26 0.95  0.68   
Average 
% deviation 

   25.41 30.75 8.48 

AIIIBVI       
BN 0.84 30.02 30.02 29.57 45.8 12.4781 

BP 1.32 16.89 16.89 20.81 32.3 45.5161 

BAs 1.64 12.33 12.33 16.5 24.2 35.1053 

AlN 1.26 18 18    
AlP 1.89 9.816 9.816 5.5 10.9 78.473 

AlAs 2.29 6.914 6.914 5 6.3 44.042 

AlSb 2.81 4.351 4.351 4  08.775 

GaN 1.51 13.95 13.95    
GaP 2.21 7.412 7.412 9.45  21.5661 

GaAs 2.62 5.172 5.172 7.5  28.1667 

GaSb 3.16 3.091 3.091 4.48  31.0045 

InN 1.89 9.816 9.816    
InP 2.7 4.813 4.813 4.3  17.39 

InAs 3.15 3.123 3.123 3.84  5.3636 

InSb 3.76 1.464 1.464 2.2  34.545 

Average 
% deviation 

   25.898 25.88 21.42 

 
Plendl et al. [19] have shown that B=KH, where K is the constant. Instead of using single 
proportionality factor which has not been sufficient to yield acceptable values of B and H ,in this paper 
two proportionality factor have been used which gives better fit to measured values . In equation 2, L 
and O are constants. The numerical values of L and O are respectively 25.09,32.31 for 
II=VI,5.409,41.07for IIIV semiconductors. Using above Equation (1) and Equation (2) the 
microhardness have been estimated by the following relation: In equation 3 where C2 , C3 and M are 
the constants. The numerical values of C2, C3 and M are respectively 8.234,1.291,1.10 for II-VI 
31.87,7.592,0.95 for III-V semiconductors respectively. Using Equation (3) the microhardness of 
materials have been estimated and listed in Table 2 along with the results of experimental values and 
earlier researchers. 

 

3. RESULTS AND DISCUSSION 
 

Bulk modulus and microhardness is estimated using Equation (1) and Equation (3) for binary 
tetrahedral semiconductors. The estimated values are given in Table 1 and Table 2 along with the 
results of earlier researchers [20-24] for the comparison. It is observed that the calculated values are 
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in better agreement with the experimental data. The results also agree closely with the values 
reported for these compounds by earlier workers [19-24]. The percentage deviation is given in Table 1 
and Table 2. The average percentage deviation of B and H is 1.09, 8.48 and 4.89, 21.42 for II-VI and 
III-V binary tetrahedral semiconductors. The minimum average percentage deviation in present 
approach indicates that empirical relation is better than earlier approach [6,19-27]. The higher value of 
average percentage deviation of bulk modulus of III-V semiconductors may be to scattered data of 
elastic constants and bond length. 
 

4. CONCLUSION 
 
The proposed empirical expression helps to estimate the bulkmodulus and microhardness of binary 
and ternary semiconductors in terms of electronegativity value and the average principal quantum 
number of valence electrons. The calculated values of these parameters are presented in Table 1 and 
Table 2 respectively. The inclusion of electronegativity and principal quantum number has some 
bearing on the concept chemical bonding. From this study it is possible to correlate bulk modulus and 
microhardness with the nature of bonding of the materials.These two parameters electronegativity and 
average principal quantum number delineates the structure –property relationship in solid state 
sciences. 
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ABSTRACT 
 

Many glass ceramics could be used to contain radioactive waste. This is the case with glasses that 
contain radiation-resistant ceramics such as zirconolites, pyrochlores, or pyroxenes. This study 
investigates the effect of crystal growth temperature on the formation of the following phases in a 
nuclear glass ceramic system: Al2O3-SiO2-CaO-MgO-ZrO2-TiO2. The materials with six contents of 
ZrO2, ranging from 1.00 to 6.40 m.%, are synthesized by a discontinuous method, consisting in a 
double-melting at 1,350°C, followed by both a nucleation at 564°C, and a crystal growth treatment at: 
900, 100 and 1,100°C. The morphology of the materials as a whole reveals a glassy feature with an 
opaque aspect. A different crystallisation process can also be seen from the bulk to the surface. The 
X-ray diffraction (XRD) analysis of glass ceramics reveals that the main identified crystalline skeletons 
are those of 2M-zirconolite, CaZrTi2O7, and ZrO2, depending on the ZrO2 content of the materials 
and the crystal-growth temperature. Due to the complexity of the oxide mixture, the material with the 
middle content in ZrO2 (4.5 m. %) and crystallised at the middle value of Tc (1,010°C) shows the 
greatest content in zirconolite (87%), doped with either lanthanides or alcalin-earth elements.The 
temperature of 1,010°C appears to be more selective in terms of 2M-zirconolite formation.  
 
Keywords: Glass ceramic; radioactive waste; crystallization temperature; XRD; crystalline phase. 
 

1. INTRODUCTION 
 
A significant research area is the implementation of specific sequestration matrix designed to confine 
specific radionuclides. The industrial solution currently used for the confinement of radiotoxic 
elements found in nuclear waste consists of incorporating them into a system glass:SiO2-Al2O3-B2O3-
Na2O. This confinement is not specific, but it does have a good loading ability and excellent long-term 
behaviour [1].  
 
Various mineral matrices for the specific disposal of many radioisotopes produced from nuclear 
waste, particularly, for minor actinides (Mac), and fission products “lanthanides” (FP), include 
ceramics, such as zircon-titanates (zirconolite), zirconates (zirconia, stabilized zirconia, and 
phosphates (apatite, monazite) [2,3]. 
 
Glasses and glass-ceramics belong to advanced functional materials. Their electrical, mechanical, 
thermal, and optical properties depend significantly on the local structure of the glass-host [4,5]. The 
structure and properties can be changed drastically during the transformation from glasses to glass-
ceramics under the heat treatment process [6,7]. The ceramics elaborating processes are difficult to 



 
 
 

Newest Updates in Physical Science Research Vol. 9 
The Impact of Crystal Growth Temperature on Zr Reach Crystalline Phase Formation in a Nuclear Waste Confinement Glass  

Ceramic 
 

 
8 
 

implement to date, and many glass-ceramics are also under study. They consist of crystals 
homogeneously distributed in a glass matrix, and exhibit increased performances compared to 
alumino-borosilicate glasses. 
 
Research on glass-ceramics (noted: GC) matrices for radioactive waste (RW) sequestration can 
benefit from both glass technology and interesting confinement properties of crystalline ceramic 
phases [8,9]. 
 
In this study, we have synthesized a ZrO2-rich glass-ceramic by a discontinuous method, consisting in 
a double-melting at 1,350°C, followed by both a crystallization and crystal-growth, treatments at 564 
and 1,010°C, respectively. In order to access the influence of the crystal-growth temperature on the 
nature of the germs born in the bulk of the GC materials, pellets of variable contents in ZrO2 are 
ceramized at three crystal-growth temperatures (Tc), namely: 900, 1,010 and 1,100°C during 3 h. The 
crystalline phases analysis formed in the materials is performed by X-ray diffraction (XRD). 
 

2. EXPERIMENTS 
 
The general GC mixtures chemical composition is inspired from previous research studies [10]. The 
samples are prepared with the following ZrO2 mass contents: 1.00, 2.49, 3.50, 4.50, 5.00, 5.70 and 
6.40 m. % (Table 1). 
 

Table 1. Chemical composition of the synthesized GC materials 
 

Oxide (m.%) Content (%) 

ZrO2 1.000 2.487 3.500 4.500 5.000 5.700 6.400 
Al2O3 12.948 12.948 12.948 12.948 12.948 12.948 12.948 
B2O2 0.782 0.782 0.782 0.782 0.782 0.782 0.782 
BaO 0.586 0.586 0.586 0.586 0.586 0.586 0.586 
CaO 11.487 11.487 11.487 11.487 11.487 11.487 11.487 
CeO2 3.113 3.113 3.113 3.113 3.113 3.113 3.113 
CrO3 0.391 0.391 0.391 0.391 0.391 0.391 0.391 
Er2O3 1.281 1.281 1.281 1.281 1.281 1.281 1.281 
Fe2O3 1.281 1.281 1.281 1.281 1.281 1.281 1.281 
K2O 0.978 0.978 0.978 0.978 0.978 0.978 0.978 
La2O3 0.489 0.489 0.489 0.489 0.489 0.489 0.489 
Li2O 4.105 4.105 4.105 4.105 4.105 4.105 4.105 
MgO 2.500 2.500 2.500 2.500 2.500 2.500 2.500 
MnO2 0.195 0.195 0.195 0.195 0.195 0.195 0.195 
MoO3 2.737 2.737 2.737 2.737 2.737 2.737 2.737 
Nd2O3 1.173 1.173 1.173 1.173 1.173 1.173 1.173 
NiO 0.586 0.586 0.586 0.586 0.586 0.586 0.586 
P2O5 0.391 0.391 0.391 0.391 0.391 0.391 0.391 
Pr6O11 0.098 0.098 0.098 0.098 0.098 0.098 0.098 
SiO2 47.427 45.940 44.927 43.927 43.427 42.727 42.027 
Ta2O5 0.195 0.195 0.195 0.195 0.195 0.195 0.195 
TiO2 4.790 4.790 4.790 4.790 4.790 4.790 4.790 
V2O5 0.098 0.098 0.098 0.098 0.098 0.098 0.098 
WO3 0.782 0.782 0.782 0.782 0.782 0.782 0.782 
Y2O3 0.489 0.489 0.489 0.489 0.489 0.489 0.489 
Yb2O3 0.098 0.098 0.098 0.098 0.098 0.098 0.098 

Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
 

The employed commercial reagents were: Al2O3 (Fluka), B2O3 (Purity ≥ 99%), CaO (Merck, ≥ 97%), 
CeO2 (Aldrich, 99.999%), CrO3 (Merck, ≥ 99%), Fe2O3 (Merck, ≥ 99%), K2CO3 (Merck, ≥ 99%), Li2O 
(Merck, ≥ 99%), MgO (Flucka, ≥ 97%), MnO2 (Merck), MoO3 (Merck, ≥ 99.5%), Nd 2O3 (Fluka, ≥ 
99.9%), P2O5 (Merck, ≥ 98%), Pr6O11 (Merck, ≥ 99%), SiO2 (Prolabo), Ta2O5 (Merck, ≥ 99%), TiO2 
(Merck, ≥ 99%),V2O5 (Labosi), WO3 (Merck), Y2O3 (Merck, ≥ 99%), Yb2O3 (Aldrich, 99.9%), ZrO2 
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(Aldrich, 99%). REE elements’ oxides are dried over night at 1,000 °C, and the other oxides at 400 
°C, for the same time. BaO, Er2O3, La2O3 and NiO are prepared by calcination at 450°C of BaNO3 
(Fluka, 99.6%), ErN3O9·5H2O (Acros Organics, 99.9%), La(NO3)3·6H2O (Fluka, 99.99%), and 
Ni(NO3)2·6H2O (Fluka, 99.6%), respectively. 
 
The GC synthesis is carried out by a double-melting at 1,350 °C. This is necessary to ensure a 
complete homogenization of the oxides mixture, to guarantee isotrope properties of the final products. 
The melts are poured in a graphite cylindrical mold to obtain pellets. The nucleation step is carried out 
at a nucleation temperature (Tn) of the parent glass, chosen as the glass transition temperature 
measured by differential thermal analysis (Tg) plus 30 °C (Tn = Tg + 30). Tn = 564 °C for 2 h. the 
crystal growth treatment (Tc) is performed at: 900, 1,010 and 1,100 °C for 3 h, for the whole. The GC 
materials are cooled to the ambient air. 
 
For the six studied compositions glasses, X-ray diffraction (XRD) analysis was conducted by a Philips 
X’Pert PRO apparatus, operating at CuKα1 wavelength (λKα1 = 0.15406 nm). The analytical 
parameters were as follow: V = 40 kV and I = 40 mA; a 2θ scanning from 3° to 80°. The XRD data 
were collected at room temperature on milled and sieved glass samples, with a mean size of 80 μm. 
For this, a 5657 Gmbh Retsch automatic agath mortar was used. The crystalline phase(s) 
identification was done using the Philips X’Pert plus 2004 software [11]. 
 

3. RESULTS AND DISCUSSION 
 
3.1 Characterization of the Materials 
 
The GC phase’s identification was performed by XRD analysis, on thin blades from the bulk of the 
samples to avoid surface effects in the GC [12]. 
 
For the three Tc heat treatments and for the GC six chemical compositions studied, the XRD spectra 
are gathered in Figs. 1-7. 
 

 
 

Fig. 1. Diffractogram of the GC with 1 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and  
(c) Tc = 1,100°C 

 

 
 
Fig. 2. Diffractogram of the GC with 2.49 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
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Fig. 3.  Diffractogram of the GC with 3.50 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
 

 
 
Fig. 4.  Diffractogram of the GC with 4.50 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
 

 
 
Fig. 5.  Diffractogram of the GC with 5.00 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
 

 
 
Fig. 6. Diffractogram of the GC with 5.70 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
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Fig. 7. Diffractogram of the GC with 6.40 m.% ZrO2 content. (a) Tc = 900°C, (b) Tc = 1,010°C and 

(c) Tc = 1,100°C 
 
At the lowest crystal-growth temperature of 900 °C, and for the lowest levels of ZrO2 in the GCs, there 
are few Zr-containing phases (especially zirconolite CaZrTi2O7) in the germinated crystals: CaZrTi2O7 
(JCPDS: 00-034-0167), ZrO2 (JCPDS: 01-073-1441), ZrTiO4 (JCPDS: 01-074-1504), Nd2 
(Ce0.05Zr0.95)2O7 (JCPDS:01-078-1619), ZrTi) O4 (JCPDS:01-080-1783), (Ca0.85Nd0.075Zr0.075) 
(Nd0.075Zr0.775Ti0.15) (Ti2O7) (JCPDS: 01-081-1491), ZrO1.95 (JCPDS: 01-081-1544), 
Zr0.86Y0.14O1.93 (JCPDS: 01-082-1243), Ca0.15Zr0.85O1.85 (JCPDS: 01-084-1829). 
 
They reach a significant concentration, when the content of ZrO2 in the ceramic reaches 3.50%. 
 
At the intermediate temperature of crystallization (1,010°C), the Zr-reach phases are the main 
crystalline germs in the materials, even for the lowest content in of ZrO2 (1%). 
 
However, it is only over 2.49 m. % of ZrO2 in the GC material that the zirconolite skeleton CaZrTi2O7 
appears with a significant concentration. The most VC materials contain over 65 m. % of zirconolite 
jointly with other additive Zr-containing phases. 
 
For Tc = 1,100°C, the most crystals formed in the bulk of the GC materials are Zr oxides for the whole 
of ZrO2 contents in the materials, with a great content in 2M-zirconolite over 4.5 m.% of ZrO2 in the 
GC matrices. 
 

3.2 Discussion 
 
Loiseau and Caurant et al. [13] have synthesized Zr-rich GC materials. They report the co-existence 
of germs of zirconolite and ZrO2 fluorine crystals, with a Tc temperature of 1,000 °C. The fluorine 
structure shows a very muddled distribution of Ca2+, Zr4+ and Ti4+ cations in zirconolite. This muddle 
distribution is attenuated when Tc increases [14]. 
 
For the present study, the zirconolite is the main formed phase in the bulk of the GC materials for the 
Tc temperature of 1,010°C, which is near this given by Loiseau and Caurant et al. [13] despite the 
differences in the nature of the GC materials and the synthesis parameters. 
 
The best crystal-growth treatment in term of selectivity toward the 2M-zirconolite formation seems to 
be that of 1,010°C. 
 
One can conclude that the lowest crystal-growth temperature Tc = 900°C does not favor the 
germination of Zr-rich phases, particularly zirconolite. The intermediate Tc temperature of 1,010°C, 
leads to the greatest selective formation of zirconolite in the GC materials. 
 
However, 900 and 1,100°C also lead to the germination of radiation resistant phases rich in Zr, and 
thus may ensure a double-confinement of the lanthanides and actinides present in the radioactive 
waste solution [13]. 
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4. CONCLUSIONS 
 
In this study, we performed the synthesis and characterization of Zr-reach GC materials dedicated for 
the confinement of radioactive waste. The parent glass is an aluminosilicate glass in the system: 
SiO2-Al2O3-CaO-MgO-ZrO2-TiO2. 
 
The synthesis method is based on a double melting at 1,350°C, followed by a nucleation at 564 °C 
and a crystal growth at: 900, 1,010 and 1,100°C. The obtained results allow concluding that the GC 
materials exhibit typical properties compared to those of the glass matrix, because they contain highly 
self-irradiation resistant phases, such as zirconolite. Thus, these materials are potential candidates as 
nuclear waste forms for double-containment of actinides and lanthanides. For the whole of the studied 
chemical compositions of the materials, and for the three chosen Tc treatments, a Zr-reach crystalline 
phase, the 2M-zirconolite (CaZrTi2O7), was identified by XRD analysis, with high levels over 60% for 
the lowest ZrO2 content in the materials. Minor phases as zirconia (ZrO2) and zircon (ZrSiO4) are also 
observed. 
 
The highest content in zirconolite (87%) is reached for the GC with 4.5 m.% of ZrO2. The lowest 
crystallization temperature (900°C) does not promote the germination of Zr-rich phases, especially 
zirconolite. This is intermediate crystal-growth temperature of 1,010°C, which leads to the greatest 
selectivity in zirconolite ceramic germination. However, the crystal-growth temperatures of 1,010 and 
1,100°C also result in germination of Zr-reach radiation resistant phases. 
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ABSTRACT 
 

The time-dependent theory of the absorption of three light pulses with an arbitrary duration in ladder-
type four-level systems is proposed. The pulses are in resonance with the corresponding transitions. 
By using the time-dependent perturbation theory the spectral and temporal behaviour of the 
probability that the fourth level is excited at the moment t is found. We calculate and analyse the 
cases where the frequencies of the maxima of the two of three light pulses are fixed and the 
maximum of the remaining pules varies. Widths of possible absorption lines depend on different 
parameters. On the whole, three or four lines may exist, one of them corresponds to coherent 
contribution and the others do not. 
 
Keywords: Ladder-type four-level system; time-dependent resonant three-step absorption; time-

dependent perturbation theory; three different light pulses. 
 

1. INTRODUCTION 
 
Multistep absorption/excitation has been investigated in many ways and also both monochromatic 
light and light pulses have been used [1-9]. In [9] the possible time dependent two-step absorption 
spectra of two light pulses are theoretically investigated by using the simplest model for matter and in 
the case of an arbitrary duration of absorbed light pulses from monochromatic light to ultrashort 
pulses. 
 
Thereby, we note that if at the two-step absorption in the three-level system the monochromatic light 
with the frequency ω1 is absorbed at the first step 0→1, then in the spectrum where the frequency ω1 

is fixed and the frequency ω2 of the maximum of the second light pulse (which is absorbed at the 
second step 1→2) varies, there exists one line whose width is determined by the rate of energy 
relaxation of the second excited level 2 and by the spectral width of the second pulse. In our opinion, 
this is exactly the same situation as in [7]. We note that if at the first step of the absorption the light 
pulse is absorbed and/or the pure phase relaxation of the first excited level exists, the second line is 
added to the aforementioned spectrum. The width of this line depends on the rates of the energy 
relaxations of both excited levels 1 and 2, the rate of the pure phase relaxation and on the spectral 
width of the second pulse, but not on the spectral width of the first pulse. On the other hand, the width 
of the initial line, in addition to the aforementioned parameters, depends on the spectral width of the 
first pulse. This line corresponds to the coherent contribution of the spectrum [3]. We note that the 
linewidths depend on the timeframes between the pulses and the time t as well.  
 
In this paper the three-step absorption of three light pulses in a four-level system (the pulses are in 
resonance with the corresponding transitions) is observed to analyse which absorption lines are 
possible at all and which parameters their widths depend on. Different limit cases are studied also 
analytically.  The interaction with the environment (phonons) is taken into account phenomenologically 
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via the relaxation constants of the electronic levels. The presented model holds for impurity centers at 
low temperatures with weak electron-phonon coupling. 
     

2. PROBABILITY OF THREE STEP TRANSITION 
 
The process started from ground level 0.  Resonance conditions are ω1 ≈ Ω01, ω2 ≈ Ω12, and ω3 ≈ Ω23 

where Ω01, Ω12, and Ω23 are the frequencies of the transitions 0→1, 1→2, and 2→3, and ω1, ω2 and ω3 

are the frequencies of the maxima of the pulses. 
  
Let us find the probability that at time t the system is in the final state applying time dependent 
perturbation theory. First we find the amplitude of the probability. For general consideration we need 
formulas, where the initial state of the system consists of the electromagnetic field and matter is given 
at initial time t0 = -∞. In this case we can use any shapes of exciting pulses of light.  
 
The system is described by Hamiltonian  
 

.CR C RH H V H H V
     

                                                                                          (1) 

 
At the initial time t0 the system is in the state  
 

     0 0 0 .C Rt t t                                                                                                (2) 

 

In Eq. (1) CH


 is the Hamiltonian of matter, RH


 is the Hamiltonian of the electromagnet field, V


 is 

the Hamiltonian of interaction and in Eq. (2)    0C t  and  0R t   are the initial states of matter 

and the electromagnetic field. 
 
The characteristic states and eigenvalues of these Hamiltonians are the following: 
 

, , .CR C Rj iH j E j H i E i H   
  

                                                           (3) 

 
The initial state of matter: 
 

   0 ' ' 0

'

' expC i i

i

t b i iE t                                                                                       (4) 

 
and the initial state of electromagnetic field (three light pulses): 
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Eq. (6) describe normalization conditions of three single photon wave packages with maxima at 
frequencies ω1, ω2 and ω3, correspondingly. 
 

The amplitude of the probability to find the system at time t ≥ t0 in the state j according to the 

Hamilton equation is  
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              (7) 

 
Let us take into account that at y ≥ 0 
 

 
0

exp exp exp ,

y

CRiy H iy H T i dsV s
      

       
     

                                                    (8) 

 

where   exp exp ,CR CRV s is H V is H
      

    
   

T is the operator of chronological arranging, which 

puts the operators from right to left in the order of increasing s. To go to limit t0 → - ∞ the decay of the 

characteristic states of the Hamiltonian CRH


 have to be taken into account. Then the amplitude cj(t) 

can be approximately presented as follows 
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      (9) 

 

where γj is the decay constant of the state j  and the apostrophe means that the terms with the 

coinciding numbers of states are omitted. This formula can be used for all values of t0 including - ∞ 
only if the interaction is small enough.  
 
Here we assume that the final state does not coincide the with initial state (bj = 0), the integration 
variables t1, t2, …, tn are the times of the transitions of the amplitude of the probability from one 

characteristic state of Hamiltonian H


 into the other, and the differences t – t1, t1 – t2, … tn-1 – tn, and tn 
– t0 determine time intervals during which the amplitude of the probability is in state 

1 1, , ..., nj j j   and 
nj  correspondingly. 

 
To describe the process with the three photons the term of the third order of the expansion is needed: 
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Let us introduce the single photon matrix elements 
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                                                                (13) 

 
and the functions Bi(t) which determine time profiles of the pulses: 
 

 ( ) exp( ) .i iB dt i t B t 
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In the end we get 
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where 
 

     exp .i i it i t B t                                                                                                (16) 
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In Eq. (16) it is assumed that the pulses are quasi-monochromatic, i.e. Bi(t) are slowly changing 
functions in comparison with exp(-iωit).  
 

To get the probability it is necessary to average the quantity |ci(t)|2 over the initial states and to 
summarize over the final states.  In conditions of thermal equilibrium 
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                                                              (17) 

 

In Eq.(17)  Z is the statistic sum, T is temperature and ...  is the mark of averaging over ensemble. 

Taking the preceding into account, we get 
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 (18) 

Here 

 

     , ' * 'i j j i j i j
R

S t t t t                                                                                     (19) 

 

are the correlation functions of the absorbed pulses, ...
R

denotes averaging over states of pulses. 

The functions Si(tj,t’j) are considerably different from zero in the region |tj|, |t’j| ≤ Δi
-1, where Δi is the 

spectral width of pulse i. If the pulse is coherent, its duration is determined by the time Δi
-1. 

 

Taking into account that i CE i H i


  and introducing the operator of damping i i i 


 , the 

Eq. (18) can be rewritten in the form (see also [10, 11]: 
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At the end this probability W(t) decreases to zero with the increase of the time t. 
 

3. MODEL 
 
To simplify the calculations, the light pulses are taken coherent and of a single-sided exponential 
shape. The corresponding correlation functions are 
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S t t t t i t t t t

     

     

     

       

       

       

            (22) 

 

where ( )x is Heaviside step function, τ1, τ2 and τ3 are the time moments when the pulses begin to 

pass through the impurity centre, Δ1, Δ2 and Δ3 are the FWHM spectral widths of the pulses.  
 
In our elementary model the phase relaxation and the phonon wings are not taken into account, the 
relaxation processes of the excited levels 1, 2 and 3 are described by the rates of energy relaxation 
γ1, γ2 and γ3. Thus the interaction with phonons is taken into account phenomenologically via the 
relaxation constants of the electronic levels.  
 
Then the correlation function of the four-level system is 
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  (23) 

 

where C is a constant.  
 

In summary we have twelve parameters/variables which have influence on the spectra (Δ1, Δ2, Δ3, τ2 - 
τ1, τ3 - τ2, t - τ3, ω1 - Ω01, ω2 - Ω12, ω3 - Ω23, γ1, γ2 and γ3). 

 

2.1 Monochromatic Light 
 

Using monochromatic light at all three steps of the absorption process, i.e. in Eq. (22) the FWHM 
spectral widths of the pulses Δ1 = Δ2 = Δ3 = 0 (stationary case). Then 
 

     
2 2 22 2 2

01 1 1 01 12 1 2 2 01 12 23 1 2 3 3

1 1 1

4 4 4
W

        

                   
     

  (24) 

 
In Eq. (24) the first term describes the absorption of light with frequency ω1 between the levels 0→1, 
the second term describes the absorption of light with frequency ω1 + ω2 between the levels 0 →2, 
and the third term describes the absorption of light with frequency ω1 + ω2 + ω3 between the levels 
0→3.  
 

In the case where the frequencies ω1 and ω2 are fixed and the frequency ω3 varies, only the line 
between the levels 0 →3 exists, which corresponds to coherent contribution. The width of this line 
depends only on the rate of energy relaxation γ3 of the final state 3. It is so only in this model. If we 
take into account the phase relaxation of the levels 1 and 2, other two lines appear which correspond 
to non-coherent contribution. If the light is not monochromatic, i.e. spectral widths of the coherent 
pulses Δ1 ≠ 0, Δ2 ≠ 0 and Δ3 ≠ 0, then these other two lines appear even though the phase relaxation 
is not taken into account (see Chapter 6). In [9] it has been shown that the ratio of non-coherent and 
coherent parts, i.e. ratio of luminescence and scattering of resonant secondary radiation (the process 
between levels 0→1→0, the second order of perturbation theory) is determined by the ratio of the 
rates of the phase relaxation and the rate of the energy relaxation of excited level 1. 
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2.2 Ultrashort Pulses 
 

Here x ≡ Ω01 – ω1, y ≡ Ω12 – ω2, and z ≡ Ω23 – ω3. 
 

1. The first pulse is much shorter than the relaxation time of the second level γ1. Then  
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            (26) 

 
Eq. (26) describes two-step absorption between levels 1→2→3. The initial level 1 is excited at the 
time moment τ1. In our model with correlation functions from Eq. (22) and (23) the probability is the 
following: 
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2. When the second pulse is ultrashort 
 

2 2 2 2 2 2 2 2 2 2( , ' ) ( ) ( ' )exp[ ( ' )],S t t t t i t t                                                 (28) 
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Here we have multiplication of two one-step processes: 0→1 and 2→3, in the latter case level 2 is 
excited at moment τ2. In our model the probability is the following: 
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3. In the case where the third pulse is ultrashort 
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Here two-step absorption 0→1→2 takes place. In our model the probability is the following: 
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(33) 

3. RESULTS 
 

Subsequently, τ1 = 0, T1 ≡ τ2 – τ1, T2 ≡ τ3 – τ2, x ≡ Ω01 – ω1, y ≡ Ω12 – ω2, and z ≡ Ω21 – ω3.  
 
In Figs. 1 - 3 we analyzed the case where z is variable, x and y are fixed and chosen different from 
Fig. 1. Dependence of the probability W(t) on z ≡ Ω23 – ω3 at the fixed value of x = -15γ3, y = -10γ3 for 
different values of Δ2 (in γ3). Δ1 = 0.1γ3, Δ3 = γ3, γ1

 = 5γ3, γ2
 = 5γ3, T1 = 10-7γ3

-1, T2 = 0.1γ3
-1, t = 1.1γ3

-1. 
All curves are normalized to 1.   
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Fig. 1. Dependence of the probability W(t) on z ≡ Ω23 – ω3 at the fixed value of x = -15γ3,  
y = -10γ3 for different values of Δ2 (in γ3). Δ1 = 0.1γ3, Δ3 = γ3, γ1

 = 5γ3, γ2
 = 5γ3, T1 = 10-7γ3

-1, T2 = 
0.1γ3

-1, t = 1.1γ3
-1. All curves are normalized to 1. 

  
In Fig. 1 the dependence of the spectrum on the parameter Δ2 at fixed time t is presented. We get 
three lines with maxima at z = – (x + y), z = – y and z = 0. The location of the maximum of the first line 
from the right at z = – (x + y) (ω3 = Ω01 + Ω12 + Ω23 – ω1 – ω2) shows that the three pulses are 
absorbed together so that x + y + z = 0 (ω1 + ω2 + ω3 = Ω01 + Ω12 + Ω23) without excitation of the levels 
1 and 2 and therefore this is the coherent contribution. The locations of the maxima of the other two 
lines at z = – y (ω3 = Ω12 + Ω23 – ω2) and z = 0 (ω3 = Ω23) show that the absorption takes place 
correspondingly 0→1→3 and 0→1→2→3 or 0→2→3 and therefore these are not coherent 
contributions. In the first case the second and the third pulses are absorbed together from level 1. 
With the increase of the spectral width of the second pulse Δ2 the intensity of the line at z = 0 
increases and the intensities of the other lines decrease. 
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Fig. 2. Dependence of the probability W(t) on z ≡ Ω23 – ω3 at the fixed value of x = -15γ3,  

y = -10γ3 for different values of Δ2 (in γ3).  Δ1 = 0.1γ3, Δ3 = γ3, γ1
 = 5γ3, γ2

 = 5γ3, T1 = 10-7γ3
-1, T2 = 

0.1γ3
-1, t = 5.1γ3

-1. All curves are normalized to 1 
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In Fig. 2 comparison with Fig. 1 time t is much longer. In this case the line width of the line with 
maximum at z = – (x + y) (corresponds to the coherent contribution) diminishes, the limit width of this 
line is determined by the spectral widths of the pulses Δ1, Δ2 and Δ3 and with the energy relaxation 
constant γ3 of the excited electronic level 3. From certain time t with the increase of time t the intensity 
and the width of the lines decrease. In Fig. 2 curve 1 (Δ2 = 0) is enlarged compared to the 
corresponding curve 1 in Fig. 1 3.2 times.  
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Fig. 3. Dependence of the probability W(t) on z ≡ Ω23 – ω3 at the fixed value of x = -15γ3, 

 y = -10γ3 for different values of γ2 (in γ3) and t (in γ3
-1). Δ1 = 0.1γ3, Δ2 = γ3, Δ3 = γ3, γ1

 = 5γ3, γ2
 = 

5γ3, T1 = 10-7γ3
-1, T2 = 0.1γ3

-1. All curves are normalized to 1 
    
In Fig. 3 the dependence of the spectrum on the parameter γ2 at different time t is presented.  
The analysis of these three figures and the other spectra with different parameters shows that the limit 
width of the line with maximum at z = – y is determined by the spectral widths of the pulses Δ2 and Δ3, 
and by the energy relaxation constants γ1 and γ3. The limit width of the line with maximum at z = 0 is 
determined by the spectral width of the pulse Δ3 and by the energy relaxation constants γ2 and γ3.  
In the case of our correlation functions of the excitation pulses the limit values of FWHM of the lines 
are the following (ω1 and ω2 (i.e. x and y) are fixed): 
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(34) 

 
The other parameters influence only the intensities of these lines. 
 
The analysis shows that in the general case, where the spectral widths of the pulses Δ1, Δ2 and Δ3 are 
comparable with the energy relaxation constants γ1, γ2 and γ3, if the frequency of the maximum of the 
first pulse ω1 (ω2, ω3 are fixed) is variable three lines with the maxima at x = 0, x = – y, x = – y – z 
exist in the spectra. In the case where the frequency of the maximum of the second pulse ω2 (ω1, ω3 
are fixed) is variable four lines with the maxima at y = 0, y = – x, y = – z, y = – x – z exist in the 
spectra. 
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In Figs. 4 – 6 the spectral widths of light pulses Δ1, Δ3, the time intervals T1, T2, the time t and the 
relaxation constants γ1, γ2 and γ3 are the same. 
  
In Fig. 4 the dependence of the probability W(t) on the frequency of the maximum of the first pulse ω1 

is calculated, the other frequencies ω2, ω3 are fixed and the quantities ω2 – Ω12, ω3 – Ω23 are chosen 
different from zero to separate possible lines spectroscopically.  
 
In Fig. 5 the dependence of the probability W(t) on the frequency of the maximum of the second pulse 
ω2 is presented, the other frequencies ω1, ω3 are fixed.  
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Fig. 4. Probability W(t) for different values of 

Δ2, x ≡ Ω01 – ω1 is variable. y = – 10γ3, 
 z = – 15γ3. Curve 1 – Δ2 = 0, curve 2 – Δ2 = 
3γ3, curve 3 – Δ2 = 10γ3. Δ1 = 0.1γ3, Δ3 = γ3, 
γ1 = γ2 = 5γ3, T1 = T2 = γ3

-1, t = 5.1γ3
-1. Curves 

are normalized to 1. 
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Fig. 5. Probability W(t) for different values of 

Δ2, y ≡ Ω12 – ω2 is variable. x = – 15γ3,  
z = – 10γ3. Curve 1 – Δ2 = 0, curve 2 – Δ2 = 3γ3, 
curve 3 – Δ 2 = 10γ3. The other parameters are 
the same as in Fig. 4. Curves are normalized 

to 1. 
 
In Fig. 6 the dependence of the probability W(t) on the frequency of the maximum of the third pulse ω3 

is calculated, the other frequencies ω1, ω2 are fixed. At different values of the spectral width of the 
second pulse Δ2 different lines exist. When the frequency ω1 is variable, then the possible maximums 
of the lines are at x = 0, x = – y (in Fig. 4 x = 10γ3) and x = – y – z (in Fig. 4 x = 25γ3). When the 
frequency ω2 is variable, the possible maximums of the lines are at y = 0, y = – x (in Fig. 5 y = 15γ3), y 
= – z and y = – x – z (in Fig. 5 y = 25γ3). Finally, when the frequency ω3 is variable, the possible 
maximums of the lines are at z = 0, z = – y and z = – x – y (in Fig. 6 z = 25γ3). 
 
The widths of the different lines depend on different parameters (Table 1). It can be seen from the 
Table that if z varies, the width of the line with the maximum at z = 0 depends on the parameters γ2, γ3 

and Δ3; the width of the line with the maximum at z = – y depends on the parameters γ1, γ3, Δ2 and Δ3; 
the width of the line with the maximum at z = – x – y depends on the parameters γ3, Δ1, Δ2 and Δ3. 
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In the case, where the monochromatic light (Δ1 = 0) is used at the first step of the absorption (0→1) in 
the spectrum where x varies, all three lines remain, in the spectrum where y varies the lines with the 
maximums at y = – x and y = – x – z remain, and in the spectrum where z varies the lines with the 
maximums at z = 0 and z = – x – y remain. 
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Fig. 6. Probability W(t) for different values of Δ2, z ≡ Ω23 – ω3 is variable. x = – 15γ3, y = – 10γ3. 
Curve 1 – Δ2 = 0, curve 2 – Δ2 = 3γ3, curve 3 – Δ 2 = 10γ3. The other parameters are the same 

as in Fig. 4. Curves are normalized to 1. 
 

Fig. 7 shows the case where y ≡ Ω12 – ω2 varies, in which all four possible lines are visible. 
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Fig. 7. Probability W(t) in the case where all four lines exist, y ≡ Ω12 – ω2 is variable. x = – 30γ3, 

 z = – 20γ3, Δ1 = Δ2 = Δ3 = γ1= γ2 = γ3, T1 = 2γ3
-1, T2 = γ3

-1, t = 10.1γ3
-1. 

Curve is normalized to 1. 
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If, additionally, the monochromatic light is used at the second step of the absorption (1→2) in the 
spectrum where z is a variable, the line with the maximum at z = 0 disappears as well.  
 
Note, that the lines for which the equation x + y + z = 0 applies are the coherent parts of the 
spectrums. Furthermore, the widths of all lines depend on the timespans T1, T2 and the time t. In 
general, with the increase of T1, T2 and t the lines become narrower. 

 
Table 1. The dependence of the widths of different lines on different parameters 

 

Locations of the 
maximums of the 

lines 

Δ1 ≠ 0, Δ2 ≠ 0, 
Δ3 ≠ 0 

Δ1 = 0, Δ2 ≠ 0, 
Δ3 ≠ 0 

Δ1 = Δ2 = 0, 
Δ3 ≠ 0 

Δ1 = Δ2 = Δ3 = 0 

x varies     

x = 0 γ1, Δ1 γ1 γ1 γ1 
x = – y γ2, Δ1, Δ2 γ2, Δ2 γ2 γ2 
x = – y– z γ3, Δ1, Δ2, Δ3 γ3, Δ2, Δ3 γ3, Δ3 γ3 

y varies     

y = 0 γ1, γ2, Δ2 - - - 
y = – x γ2,  Δ1, Δ2 γ2, Δ2 γ2 γ2 
y = – z γ1, γ3, Δ2, Δ3 - - - 
y = – x– z γ3, Δ1, Δ2, Δ3 γ3, Δ2, Δ3 γ3, Δ3 γ3 

z varies     

z = 0 γ2, γ3, Δ3 γ2, γ3, Δ3 - - 
z = –  y γ1, γ3, Δ2, Δ3 - - - 
z = – x– y γ3, Δ1, Δ2, Δ3 γ3, Δ2, Δ3 γ3, Δ3 γ3 

 

4. CONCLUSIONS  
 
The time-dependence theory of three-step absorption of three different light pulses with an arbitrary 
duration in the electronic four-level model is proposed. The probability that the fourth level is excited 
at the time moment t is found to be depending on the time delays between the pulses T1 and T2, the 
spectral widths of the pulses Δ1, Δ2 and Δ3 and the energy relaxation constants γ1, γ2 and γ3 of the 
excited electronic levels 1, 2 and 3. The time dependent perturbation theory is applied. 
 
In the calculations the pulses are taken as coherent and of a single-sided exponential shape, ω1, ω2 

and ω3 are the frequencies of the maximums, 0, T1 and T1 + T2 are the time moments when the pulses 
begin to pass through the impurity centre. The resonance conditions are ω1 ≈ Ω01, ω2 ≈ Ω12 and ω3 ≈ 
Ω23 where Ω01, Ω12 and Ω13 are the frequencies of the transitions 0→1, 1→2 and 2→3.  
 
In the general case, where the spectral widths of the pulses Δ1, Δ2 and Δ3 are comparable with the 
energy relaxation constants γ1, γ2 and γ3, three lines may exist in the spectra in the cases where ω1 or 
ω3 are variable (corresponding ω2 and ω3 or ω1 and ω2 are fixed, Fig. 4 and 6). In the case where ω2, 
is variable there may exist four lines (ω1 and ω3 are fixed, Fig. 7). An analysis shows that the widths of 
the possible lines depend on different parameters (Table).  
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ABSTRACT 
 

This paper introduces the essentials of acousto-optics with the theory and applications using 
MATLAB. There are some software used to process acousto-optics filter and the implementation 
details of any acousto-optics algorithm are inaccessible. Our work is focused on software used to 
solving the coupled equations in Bragg diffraction by creating MATLAB function for use in Bragg 
regime and acoustic-optic spatial filtering and employing mainly the MATLAB program for solving this 
problem. We review the role of acousto-optic and spatial filtering for high-pass spatial filtering. 
Classically, acousto-optic interactions comprise scattering of photons by energetic phonons into 
higher and lower orders. Standard weak interaction theory describes diffraction in the Bragg regime 
as the propagation of a uniform plane wave of light through a uniform plane wave of sound, resulting 
in the well known first- and zeroth-order diffraction. We investigate Raman-Nath diffraction 
corresponding to near-Bragg diffraction. A result shows the dependence of various scattered orders 
on the incident angle/Bragg angle illustrating the Bessel function dependence. 
  
Keywords: Acousto optics; bragg diffraction; spatial filters; raman diffraction; matlab. 
 

1. INTRODUCTION 
 
Acousto-optics devices are used in laser equipment for electronic control of the intensity and position 
of the laser beam. In this paper, we will explain the theory and application of acousto-optics filter. 
Acousto-optics interaction occurs in all optical mediums when an acoustic wave and a laser beam are 
present in the medium [1]. Acousto-optics effect magnitude has a strong dependence on the angle of 
light incidence and the wavelength of optical radiation. An important characteristic of the effect is the 
Bragg angle [2]. When an acoustic wave is launched into the optical medium, it generates a refractive 
index wave that behaves like a sinusoidal grating. An incident laser beam passing through this 
granting will diffract the laser beam into several orders. With appropriate design, the first order beam 
has the highest efficiency. Its angular position is linearly proportional to the acoustic frequency, so that 
the higher the frequency, the larger the diffracted angle [1]. 
 
Currently, an acousto-optics method of light beams regulation find wide applications in many areas of 
science and technology. The interest in the diffraction of light by ultrasonic waves may be explained 
by the advantages of acousto-optics in regulation of non-coherent optical beams as well as of rays 
generated by lasers. In modern optics, medical diagnostics technologies [3], optical engineering, and 
laser technology, the acousto-optics methods have been successfully applied for the control of the 
amplitude, frequency, phase, and polarization of coherent optical signals. The diffraction of optic 
beams by acoustic waves has also been used for the regulation of direction of light propagation. Due 
to high reliability, quick action, efficiency of operation, and simplicity of design, the acousto-optics 
instruments can be recommended for use in modern systems of intelligent optics and in novel 
generations of devices providing processing of optical information in real time [4]. 
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In general, good operation parameters of the acousto-optics cells have made it possible to use them 
as spatial frequency filters in optical information processing systems. Such filters possess a number of 
advantages in comparison with processing instruments of other types. For example, acousto-optics 
filters are not critical in terms of the place of their installation in an optical system. Moreover, they can 
be electronically tuned in real time by direct modulation of the amplitude and frequency of acoustic 
waves resulting in the desired quick and reliable processing of optical beams. 
 
However, a number of acute problems exist in the field of electronic control of optical signals that are 
not yet solved by modern science and technology. One of the problems is the necessity to find a 
simple way to quickly and efficiently regulate parameters of non-collimated optical rays and optical 
beams forming images in coherent light [4]. 
 

2. ACOUSTO-OPTICS EFFECT  
 
Acousto-optic effect, also known in the scientific literature as acousto-optic interaction or diffraction of 
light by acoustic waves, was first predicted by Brillouin in 1921 and experimentally revealed by Lucas, 
Biquard and Debye, Sears in 1932 [5]. 
 
The acousto-optics effect is a specific case of photo elasticity, where there is a change of a material's 
permittivity, 𝜀, due to a mechanical straina. Photoelasticity is the variation of the optical indicatrix 

coefficients 𝐵𝑖 caused by the strain 𝑎𝑗 given by [6]: 

 
𝛥𝐵𝑖 = 𝑝𝑖𝑗𝑎𝑗                                                                                                                               (1) 

 
Where 𝑝𝑖𝑗 is the photoelastic tensor with components, i, j = 1,2, … .6 specifically in the acousto-optics 

effect, the strains 𝑎𝑗  is a result of the acoustic wave which has been excited within a transparent 

medium. This then gives rise to the variation of the refractive index. For a plane acoustic wave 
propagating along the z axis, the change in the refractive index can be expressed as [6]: 
 

𝑛(𝑧, 𝑡) = 𝑛 + 𝛥𝑛 𝑐𝑜𝑠 (𝜔𝑡 − 𝑘𝑧)                                                                                                 (2) 
 
where, n is the undisturbed refractive index, 𝜔 is the angular frequency, 𝑘 is the wave number, and 𝛥𝑛 
is the amplitude of variation in the refractive index generated by the acoustic wave, and is given as 
[6]: 
 

𝛥𝑛 = −
1

2
𝑛3𝑝𝑖𝑗𝑎𝑗                                                                                                                       (3) 

 
The generated refractive index, gives a diffraction grating moving with the velocity given by the speed 
of the sound wave in the medium. Light which then passes through the transparent material, is 
diffracted due to this generated refraction index, forming a prominent diffraction pattern. This 
diffraction pattern corresponds with a conventional diffraction grating at angles ∅𝑚 from the original 
direction, and is given by [6]: 
 

𝛬 𝑠𝑖𝑛(∅𝑚) = 𝑚𝜆                                                                                                                       (4) 
 
Where, 𝜆 is the wavelength of the optical wave, 𝛬 is the wavelength of the acoustic wave and m is the 
integer order maximum. Light diffracted by an acoustic wave of a single frequency produces two 
distinct diffraction types. These are Raman-Nath diffraction and Bragg diffraction [6]. 
 
Raman-Nath diffraction is observed with relatively low acoustic frequencies, typically less than 
10 MHz, and with a small acousto-optics interaction length, ℓ, which is typically less than 1cm. This 

type of diffraction occurs at an arbitrary angle of incidence, ∅𝑖𝑛𝑐. 
 
In contrast, Bragg diffraction occurs at higher acoustic frequencies, usually exceeding 100 MHz. The 
observed diffraction pattern generally consists of two diffraction maxima; these are the zeroth and the 
first orders. However, even these two maxima only appear at definite incidence angles close to the 
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Bragg angle, ∅𝐵 . The first order maximum or the Bragg maximum is formed due to a selective 
reflection of the light from the wave fronts of ultrasonic wave. The Bragg angle is given by the 
expression [6]: 
 

𝑠𝑖𝑛∅𝐵 = −
𝜆𝑓

2𝑛𝑖𝑣
[1 +

𝑣2

𝜆2𝑓2 (𝑛𝑖
2 − 𝑛𝑑

2)]                                                                                           (5) 

 
where 𝜆 is the wavelength of the incident light wave (in a vacuum), 𝑓 is the acoustic frequency, 𝑣 is 

the velocity of the acoustic wave, 𝑛𝑖 is the refractive index for the incident optical wave, and 𝑛𝑑 is the 
refractive index for the diffracted optical waves. 
 
In general, there is no point at which Bragg diffraction takes over from Raman-Nath diffraction. It is 
simply a fact that as the acoustic frequency increases, the number of observed maxima is gradually 
reduced due to the angular selectivity of the acousto-optics interaction. 
 
Traditionally, the type of diffraction, Bragg or Raman-Nath, is determined by the conditions Q >> 1 
and Q << 1 respectively, where Q is given by [7]: 
 

𝑄 =
2𝜋𝜆ℓ𝑓2

𝑛𝑣2 =
2𝜋𝜆0𝐿

𝑛𝛬2                                                                                                                      (6) 

 

Which Q is known as the Klein-Cook parameter, where 𝜆0 is the wavelength of the laser beam, n is 
the refractive index of the crystal, 𝐿 is the distance the laser beam travels through the acoustic wave 

and 𝛬 is the acoustic wavelength [8]. 
 

Q<<1, this is the Raman-Nath regime (Fig. 1 (a)). The laser beam is incident roughly normal to the 
acoustic beam and there are several diffraction orders (... -2  -1  0  1  2  3 ...) with intensities given by 
Bessel functions [8]. 
 

 
 

Fig. 1. Diffraction of Raman-Nth (a) and Bragg (b) [8] 
 
Q>>1, this is the Bragg regime (Fig. 1 (b)). At one particular incidence angle, only one diffraction order 
is produced the others are annihilated by destructive interference. 
 
In the intermediate situation, an analytical treatment isn't possible and a numerical analysis would 
need to be performed by computer. Most acousto-optics devices operate in the Bragg regime, the 
common exception being acousto-optics mode lockers and Q-switches [8]. 
 
Since, in general, only the first order diffraction maximum is used in acousto-optics devices, Bragg 
diffraction is preferable due to the lower optical losses. However, the acousto-optics requirements for 
Bragg diffraction limit the frequency range of acousto-optics interaction. As a consequence, the speed 
of operation of acousto-optics devices is also limited [1]. 
 

2.1 Acousto-Optics Filters 

  
There are two types of the acousto-optics filters, collinear and non-collinear filters depending on 
geometry of acousto-optics interaction. Here we consider only non-collinear filters based on the TeO2 
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single crystal [9]. The polarization of the incident light can be either ordinary or extraordinary. For the 
definition, we assume ordinary polarization. By tuning the frequency of the acoustic wave, the desired 
wavelength of the optical wave can be diffracted acousto-optically. Input light need not be polarized 
for a non-collinear design. Un-polarized input light is scattered into orthogonally polarized beams 
separated by the scattering angle for the particular design and wavelength. If the optical design 
provides an appropriate beam block for the un scattered light, then two beams (images) are formed in 
an optical pass-band that is nearly equivalent in both orthogonally linearly polarized output beams 
(differing by the Stokes and Anti-Stokes scattering parameter) [1]. 
 

2.2 Brief Description  
 
The refractive index of an optical medium is altered by the presence of sound. Sound therefore 
modifies the effect of the medium on light; i.e., sound can control light (Fig. 2). Many useful devices 
make use of this acousto-optics effect; these include optical modulators, switches, deflectors, filters, 
isolators, frequency shifters, and spectrum analyzers. Sound is a dynamic strain involving molecular 
vibrations that take the form of waves which travel at a velocity characteristic of the medium (the 
velocity of sound) [10]. 
 

 
 

Fig. 2. Sound modifies the effect of an optical medium on light [11] 
 
As example, a harmonic plane wave of compressions and rarefactions in a gas is pictured in Fig. 3. 
 

 
 

Fig. 3. Variation of refractive index accompanying a harmonic sound 
wave. The pattern has a period A, the wavelength of sound, and 

travels with the velocity of sound [10] 
 
In those regions where the medium is compressed, the density is higher and the refractive index is 
larger; where the medium is rarefied, its density and refractive index are smaller. In solids, sound 
involves vibrations of the molecules about their equilibrium positions, which alter the optical polarize 
ability and consequently the refractive index. 
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An acoustic wave creates a perturbation of the refractive index in the form of a wave. The medium 
becomes a dynamic graded-index medium an inhomogeneous medium with a time-varying stratified 
refractive index. The theory of acousto-optics deals with the perturbation of the refractive index 
caused by sound, and with the propagation of light through this perturbed time-varying 
inhomogeneous medium [10]. 
 
Since optical frequencies are much greater than acoustic frequencies, the variations of the refractive 
index in a medium perturbed by sound are usually very slow in comparison with an optical period. 
There are therefore two significantly different time scales for light and sound. As a consequence, it is 
possible to use an adiabatic approach in which the optical propagation problem is solved separately at 
every instant of time during the relatively slow course of the acoustic cycle, always treating the 
material as if it were a static (frozen) inhomogeneous medium. In this quasi-stationary approximation, 
acousto-optics becomes the optics of an inhomogeneous medium (usually periodic) that is controlled 
by sound [10]. 
 
The simplest form of interaction of light and sound is the partial reflection of an optical plane wave 
from the stratified parallel planes representing the refractive-index variations created by an acoustic 
plane wave (Fig. 4) [10]. 
 

 
 

Fig. 4. Bragg diffraction: an acoustic plane wave acts as a partial 
reflector of light (a beam splitter) when the angle of incidence 0 

satisfies the Bragg condition [10] 
 
A set of parallel reflectors separated by the wavelength of sound 𝛬 will reflect light if the angle of 

incidence 𝜃 satisfies the Bragg condition for constructive interference [9]: 𝑠𝑖𝑛𝜃 =
𝜆

2𝛬
, where 𝜆 is the 

wavelength of light in the medium [11]. This form of light-sound interaction is known as Bragg 
diffraction, Bragg reflection, or Bragg scattering. The device that effects it is known as a Bragg 
reflector, a Bragg deflector, or a Bragg cell [10]. 
 
The principle of operation of the filters is based on the dependence of the diffracted light wavelength 
on the acoustic frequency. Conventional applications using acousto-optics interactions have been 
extensively confined to signal. The best way to understand image processing using acousto-optics is 
through the use of spatial transfer function, which describes acousto-optics interaction between the 
sound and the incident optical image decomposed in terms of the angular plane wave spectrum of the 
light field. 
 
We now define 𝜉 which is the normalized distance inside the acousto-optics cell, and 𝜉 = 1 signifies 
the exit plane of the cell [12]. We define one more important variable called the 𝑄 parameter or the 

Klien-Cook parameter in acousto-optics. 𝜙𝐵 Bragg angle and 𝛿 represent the deviation of the incident 
plane wave away from the Bragg angle. By limiting case to two diffracted orders and the case of 
zeroth-order light, we decompose the incident field into plane waves with different amplitudes 

propagating in direction defined by: ∅′ = 𝛿 × ∅𝐵. 
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Raman-Nath diffraction given as: 
 

𝑑𝜓𝑚

𝑑𝜉
=  −𝑗

𝛼

2
𝑒

−𝑗
1

2
𝑄𝜉[

𝜙𝑖𝑛𝑐
𝜙𝐵

+(2𝑚−1)]
𝜓𝑚−1 − 𝑗

𝛼

2
𝑒

𝑗
1

2
𝑄𝜉[

𝜙𝑖𝑛𝑐
𝜙𝐵

+(2𝑚−1)]
𝜓𝑚+1                                         (7) 

 
And the Raman-Nath solution is: 
 

𝜓𝑚 = (−𝑗)𝑚𝜓𝑖𝑛𝑐𝐽𝑚(𝛼𝜉)                                                                                                       (8) 
 

The plane wave amplitude of the zeroth-order light when a plane wave 𝜓𝑖𝑛𝑐 is incident at 𝜓′ away 
from the nominally Bragg angle of incidence is given in below equation: 
 

𝜓0(𝜉) = 𝜓𝑖𝑛𝑐𝑒−𝑗𝛿𝑄𝜉/4 {𝑐𝑜𝑠 [(
𝛿𝑄

4
)

2

+ (
𝛼

2
)

2

]
1

2𝜉 + 𝑗
𝛿𝑄

4

𝑠𝑖𝑛[(
𝛿𝑄

4
)

2
+(𝛼/2)2]1/2𝜉

[(
𝛿𝑄

4
)

2
+(𝛼/2)2]1/2

}                                       (9) 

 
Where 𝛼 is the peak phase delay, hence we can define the so-called transfer function of the zeroth-
order light as follows: 
 

𝐻0(𝛿) =
𝜓0(𝜉)|𝜉=1

𝜓𝑖𝑛𝑐
                                                                                                                     (10) 

 
Where 𝜓0(𝜉)|𝜉=1 is the result from equation (10) evaluated at the exit of the Bragg cell. This definition 

of the transfer function permits us to relate the input (incident) spectrum, 𝛹𝑖𝑛𝑐(𝑘𝑥′), to the output 

(zeroth-order) spectrum, 𝛹0(𝑘x′), as [12]: 

 

𝛹𝑖𝑛𝑐(𝑘𝑥′) = 𝛹𝑖𝑛𝑐(𝑘𝑥′)𝐻0(𝛿)                                                                                                     (11) 

 

Where 𝛹𝑖𝑛𝑐(𝑥 ′) and 𝛹0(𝑥 ′) are the field distribution of the incident light and that of the zeroth-order 

light, respectively and 𝑘𝑥 ′ representing the transform variables. Finally, the concept of spatial filtering 

becomes clear when we relate the spatial frequency 𝑘𝑥′ along x' to 𝜙 ′ by [12]: 

 

𝛹0(𝑘𝑥′) = 𝛹𝑖𝑛𝑐(𝑘𝑛′)𝐻0(𝑘𝑥′𝛬/𝜋)                                                                                               (12) 

 

As 𝜙 ′ = 𝛿 × ∅𝐵 and ∅𝐵 = 𝜆0/2𝛬 eq. (13) can now be written in terms of spatial frequency if we use the 

above derived relationship such that: 𝛿 = 𝑘𝑥′𝛬/𝜋. 

 

𝑘𝑥′ = 𝑘0 𝑠𝑖𝑛(𝜙 ′) ≈ 𝑘0∅′ = 𝑘0𝛿∅𝐵 = 𝜋𝛿/𝛬                                                                               (13) 

 

The spatial distribution 𝜓0(𝑥 ′) is then given by: 
 

𝜓0(𝑥 ′) =
1

2𝜋
∫ 𝛹𝑖𝑛𝑐(𝑘𝑥′)𝐻0(𝑘𝑥′𝛬/𝜋)𝑒𝑥𝑝 (−𝑗𝑘𝑥′𝑥 ′)𝑑𝑘𝑥′
∞

−∞
                                                            (14) 

 

Equation (14) determines the profile of the scattered zeroth-order field, 𝜓0(𝑥 ′), from any arbitrary 

incident field, 𝜓𝑖𝑛𝑐(𝑥 ′), in the presence of the acoustic field. Using equation (12) and equation (14), the 

amplitude of the zeroth-order diffracted light written in a full 2D version, 𝜓0(𝑥 ′), at the exit of the Bragg 
cell, can be approximately written as [13]: 
 

𝜓0(𝑥, 𝑦) = (𝐴 − 𝐵
𝜕

𝜕𝑥
) 𝜓𝑖𝑛𝑐(𝑥, 𝑦)                                                                                             (15) 

 

3. RESULTS AND DISCUSSION 
  
We proceed with the acousto-optics spatial filter. In this paper results, we used the transfer function 
formalism to demonstrate some numerical results obtained by MATLAB where, after we calculate the 



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Determination of Acousto-Optic Spatial Filters Diffracted Light at Zeroth-Order Using MATLAB Analysis 

 
 

 
35 

 

diffracted intensities involving deferent diffracted orders in up shifted Bragg interaction, we have 
created a MATLAB function for deferent coupled differential equations, and then used equation (7) to 
investigate Raman-Nath diffraction and equation (8) to investigate Raman-Nath solution. Explain the 
phenomenon of high-pass filtering or edge enhancement in the zeroth-order diffracted light 
theoretically from the transfer function directly from equation (9) and then the zeroth-order beam has 
been spatially filtered by the transfer function. In the first, corresponding to near-Bragg diffraction. We 
used equation (7) to investigate Raman-Nath diffraction. Fig. 5 shows the dependence of various 
scattered orders on the incident angle/Bragg angle illustrating the Bessel function dependence. Fig. 6 
illustrates non-ideal Raman-Nath diffraction for normal incidence. 
 
Note that, the true zeros, which are the characteristic of the Bessel functions for the ideal case, 
disappear for large value of incident angle/Bragg angle. When the interaction length L (distance the 
laser beam travels through the acoustic wave) is short enough so that the accumulated of phase 
mismatch is small. This is called the Raman-Nath or Debey-Sears region and is characterized by the 
simultaneous existence of many scattered orders. For a special condition on the angle of incidence 
and the angle of diffraction into the ±1 orders, namely ∅±1 = −∅0 , there is a phase synchronism 

between the 0 and −1 orders, and between the 0 and +1 orders. When ∅±1 = −∅0, this means that 

the zeroth order and the diffracted order propagate symmetrically with respect to the sound wave 

fronts. The angle of incidence of the zeroth order in this case is according ∅±1 = −∅0. 

 

 
Fig. 5. Amplitude of diffracted orders in the ideal Raman-Nath regime. The (-1 order) and (1 

orders) are overlapped. Also, the (-2 order) and (2 orders) are overlapped. Raman-Nath 
diffraction 

 
The amplitude of the various diffracted orders, therefore, show the same functional dependence as 
the corresponding orders of the Bassel functions on the phase delay. This behavior is depicted in Fig. 
5 and Fig. 6 for the first three lowest orders. 
 
In Bragg region, the interaction length is long enough so that the accumulated phase mismatch for all 
diffracted orders other than the ±1  render their intensiies negligible. The only constructive 
interference can occur for the +1 or the -1 orders. The criterion for this region is just the opposite of 
that defining the Raman-Nath region. As we discussed before, it is of great interest for practical 
applications of acoustc-optics interaction theory to consider small deviations from the phase 
synchronism condition characterizing this bragg region. Such casess can be due to either in the 
sound frequency or due to changes in the angle of incidence in such a way that it no longer satisfies 
the Bragg condition. Finally, in the near Bragg region we consider the transition region is difficult to 
treat analytically and, consequently, the condition for operation in the Bragg regime is rather vague. It 
is often possible, however, to define the Bragg region more accurately by specifying the maximum 
percentage of light diffracted into the first order in interaction of the kind carried out by Klein an Cook. 
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They performed numerical calculations of the amount of light diffracted as a function of the parameter 
𝑄, so that for the ideal Bragg case, all the light would have been diffracted. Figs 7, 8 and 9 shows the 
incident, the zeroth-order beams and the pure differentiation results respectively. Fig 7 shows its 
magnitude of zeroth-order transfer function as a function of spatial frequency. 
 

 
Fig. 6. Amplitude of diffracted orders in non-ideal Raman-Nath regime, the (-1 order) and (1 

orders) are overlapped. Also, the (-2 order) and (2 orders) are overlapped. Non-ideal Raman-
Nath diffraction for normal incidence 

 

 
 
Fig. 7. The incident beams, magnitude of zeroth-order transfer function 

(length of square= 1mm) 
 
Fig. 8 shows the profile of incident beam and the output zeroth-order beam profile and Fig. 9 shows 
that the left edge of the square has been emphasized. Both edges of the square image have been 
extracted equally along the x-direction. Selective edge extraction, that is, either only the left edge of 
the image or the right edge of the image, can be performed when we change the sound pressure 
through incidence angle. 
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Fig. 8. The zeroth-order beams, profile of incident beam (length of 
square= 1mm) 

 

 
 

Fig. 9. The pure differentiation beams, profile of zeroth-order output 
beam (length of square= 1mm) 

 

4. CONCLUSIONS  
 
This paper is, in general, devoted to the theoretical study of the acousto-optics selection of optical 
spatial frequencies. The Bragg diffraction occurs at higher acoustic frequencies and the observed 
diffraction pattern generally consists of two diffraction maxima; these are the zeroth and the first 
orders, these two maxima only appear at definite incidence angles close to the Bragg angle. The first 
order maximum or the Bragg maximum is formed due to a selective reflection of the light from the 
wave. An optical filter is completely described by its frequency response, which is information on how 
the amplitude and phase is acted for each frequency component. This is most often given in the form 
of a complex valued transfer function. The standard weak interaction theory describes diffraction in 
the Bragg regime as the propagation of a uniform plane wave of light through a uniform plane wave of 
sound, resulting in the well-known first- and zeroth-order diffraction. 

x (mm)

y 
(m

m
)

 

 

-5 -4 -3 -2 -1 0 1 2 3 4

-5

-4

-3

-2

-1

0

1

2

3

4

50

100

150

200

250

x (mm)

y
 (

m
m

)

 

 

-5 -4 -3 -2 -1 0 1 2 3 4

-5

-4

-3

-2

-1

0

1

2

3

4

50

100

150

200

250



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Determination of Acousto-Optic Spatial Filters Diffracted Light at Zeroth-Order Using MATLAB Analysis 

 
 

 
38 

 

COMPETING INTERESTS 
 
Author has declared that no competing interests exist. 

 
REFERENCES 
 
1. Joseph N. New Studies of Acousto_Optic Interaction, Arthur Lakes Library, colorado School of 

Mines, Golden, Colorado. 1998;80401:T3669 8. 
2. Vladimir B, Maxim K, Sergey M, Vladimir M. Acousto-Optic Cells with Phased-Array 

Transducers and Their Application in Systems of Optical Information Processing, Materials 
2021;14:451.  
Available: https://doi.org/10.3390/ma14020451, 2021. 

3. Zaichenko KV, Gurevich BS. Application of acousto-optic tunable filters inthe devices of skin 
cancer diagnostics," Proc. SPIE 11585, Biophotonics—Riga. 2020;115850K  
DOI: 10.1117/12.2581750. 

4. Voloshinov, Vitaly B. Two-dimensional selection of optical spatial frequencies by acousto-optic 
methods", Optical Engineering; 2002. 

5. Balakshy VI. Acousto-optics cell as a filter of spatial frequencies, J. Commun. Techn. & 
Electronics. 1984;29:1610-1616. 

6. en.wikipedia.org. 
7. Bahaa EA, Malvin CT. Fundamentals of Photonics", Book, Chapter 20 Acousto-Optics, ISBNs: 

0-471-83965-5 (Hardback); 0-471-2-1374-8 (Electronic), John Wiley & Sons, Inc; 1991. 
8. Xia P, et al. Characterization of vascular endothelial growth factor's effect on the activation of 

protein kinase C, its isoforms, and endothelial cell growth. J Clin Invest. 1996;98(9):2018-2026. 
9. acoustooptics.phys.msu.su. 
10. Saleh. Acousto-Optics", Wiley Series in Pure and Applied Optics; 1991. 
11. ShaoQun Z, "Femtosecond pulse laser scanning using Acousto Optic Deflector", Science in 

China Series G Physics Mechanics and Astronomy; 2009. 
12. Bogumil BJ, Partha PB, Anna S. Acousto-Optics and Applications IV; 2001. 
13. Acousto-Optics.  Encyclopedia of Physical Science and Technology; 2004. 
 
 
 

 
  



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Determination of Acousto-Optic Spatial Filters Diffracted Light at Zeroth-Order Using MATLAB Analysis 

 
 

 
39 

 

Biography of author(s) 

 

 
 
Dr. Elham Jasim Mohammad, Assistant Professor  
Mustansiriyah University, Collage of Science, Physics Department, Baghdad, Iraq. 

  
She was born in Iraq and obtained a Ph.D. degree in Optoelectronic Sciences from the Physics Department, College of 
Science, Mustansiriyah University, her M.S. degree in Image Process, Physics Science from the Department of Physics/ 
College of Science/ Mustansiriyah University and she received B.S. degree in Physical Science from the Department of 
Physics/ College of Science, Mustansiriyah University. Currently, she works as an Assistant Professor in the Department of 
Physics/ College of Science, Mustansiriyah University, Baghdad, Iraq. 

_________________________________________________________________________________ 
© Copyright (2021): Author(s). The licensee is the publisher (B P International). 

 
DISCLAIMER 
This chapter is an extended version of the article published by the same author(s) in the following conference proceeding.  
IOP Conf. Series: Materials Science and Engineering, 454,012134,2018. 
 



_____________________________________________________________________________________________________ 
 
1Department of Low Temperature National Research University, Moscow Power Engineering Institute, 14 Krasno 
kazarmennaya, Moscow, 111250 Russia. 
*Corresponding author: E-mail: Puzina2006@inbox.ru 

 
 

Chapter 5 
Print ISBN: 978-93-91312-26-8, eBook ISBN: 978-93-91312-34-3 

 

 

 

Recovery Heat Flux at Superfluid Helium Film 
Boiling on the Cylindrical Heaters in Different 
Conditions 
 
Yu Yu Puzina1* and A. P. Kryukov1 
 
DOI: 10.9734/bpi/nupsr/v9/9939D 

 
 

ABSTRACT 
 

The set of two equations for determination of the recovery heat flux density is presented. Pressure 
distribution in the liquid determined by the hydrostatic difference, Laplace pressure jump on the vapor-
liquid interface, the non-equilibrium effects in the vapor film is taken into account in one of them. The 
correct correlation for the normal component of momentum flux density tensor obtained on the base of 
two-fluid model was used at deriving this equation. Second equation describes heat transfer in helium 
II by the Gorter-Mellink semi-empirical theory. Various simplifications and special cases are analyzed. 
Experimental data on the boiling of superfluid helium under various conditions are interpreted on the 
base formulated mathematical model. Good enough agreement between the calculated and 
experimental results takes place.  
  
Keywords: Superfluid helium; boiling; recovery heat flux; two-fluid model; heat and mass transfer. 
 

1. INTRODUCTION 
 
Superconductor magnet is usually cooled by normal liquid helium (He I), however higher cryostability 
could be obtained in superfluid helium (He II). Superconductor cooled by He II shows a larger critical 
current and recovery current than those in He I. Furthermore, pressurized superfluid helium has better 
cooling properties than saturated one has.  
 
Superfluid helium is successfully used as a magnets coolant of modern particle accelerators, reactors 
of controlled thermonuclear synthesis and cooling of space telescopes. Two reasons determine the 
use of this working fluid as a coolant for superconducting devices: low operating temperature, which 
increases the reliability of such systems, and improved heat exchange indicators. Helium II 
spontaneously penetrates into various cavities of the magnet windings, while its large specific heat 
capacity and high heat transfer efficiency in the liquid can provide powerful stabilization from thermal 
interference. 
 
The thermal stability of superconducting wires depends strongly upon the heat transfer to the coolant. 
In fact, pressure is an important factor on the heat transfer to superfluid helium. The direct 
experimental data about peak and recovery heat fluxes and vapor film behavior can give important 
information about critical parameters for high field system emergency mode. Superconducting 
engineering still relies heavily on liquid helium heat transfer efficiency model of calculations. 
 
Based on the two-fluid hydrodynamics, an analog of the famous Rayleigh-Plesset equation for the 
dynamics of a spherical vapor bubble in superfluid helium is derived in [1]. Due to two-fluid nature of 
He-II and the specific form of the momentum flux density tensor some new effects in the evolution of 
the interface boundary position, absent in ordinary fluids, appear. The application of two-fluid 
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approach to describe heat and mass transfer processes [1] gave the authors an idea to use it for 
model [2] further development. 
 
For the classical liquid new experimental results on the influence of the size of the heater and the 
heating rate on the minimum critical heat flux were presented in [3]. The experiments and numerical 
simulations demonstrate how the minimum critical heat flux is computed for a given case. In addition, 
it was demonstrated that the minimum critical heat flux does not depend on the size of the heater at 
atmospheric pressure when the size of the heater is larger than 1 mm. The derived theoretical 
approach finds applications in the design of the systems based on high-temperature superconductors. 
 
Some useful considerations for the superfluid helium were found in [4]. The research aim was to 
establish a theoretical framework for the analysis of the transient behaviour of vapour bubbles 
resulting from superfluid helium boiling under the conditions of microgravity. As long as the volume of 
a bubble is small in comparison with the volume of a container, the dynamics of the surrounding liquid 
and interface momentum transfer seem to be the dominant factors determining the pace of bubble 
growth. 
  
The experimental data about recovery heat flux was received in [5] and presented in [6] also among 
others. The corresponding model is developed in the following part. Experimental studies of the He-II 
boiling on the surfaces of the cylindrical heaters in a bulk of He-II and under constrained conditions 
were also conducted [7]. Visualization of helium-II film boiling was first performed when observed from 
the end of a cylindrical heater. These experiments show that the noiseless film boiling is observed in a 
free volume and in the constrained conditions. 
 
Thermal measurement and visualization study results were compared for the case of the narrow 
parallel channel in He II [8]. Even in the narrow channel, the several film boiling modes exist same as 
in open bath. In the narrow channel, the unstable film boiling mode region of the weakly subcooled 
and the noisy film boiling was smaller than that in open bath. The unique boiling state in the narrow 
parallel channel is the quasi-nucleation boiling state. According to the visualization results, the vapor 
repeats generation and collapse intermittently appears around the lambda pressure. 
 
Noisy film boiling was found to occur in a small rectangular duct with periodic oscillation of 
temperature and sound generation [9]. The periodic oscillation strongly depends on the helium 
pressure and the heat flux. It becomes smaller with higher heat power and larger with higher 
pressure. Experiments of superfluid helium flow in a channel with a monodisperse backfill were 
carried out [10] and show the oscillation of interface surface and liquid column at different parameters 
also. 
 
Consequently at the all investigations and practical use the recovery heat flux is the minimum heat 
flux for the existence of vapor film and it is an upper bound for stable cryostabilization. At this the aim 
of this study is to develop of traditional approach for calculation of the recovery heat flux with taken 
into account heat mass transfer peculiarities in superfluid helium. This development can be useful for 
the next describing of the vapor-liquid dynamics. 
 

2. BOILING IN LARGE VOLUME 
 
The following problem statement of the superfluid helium film boiling in a large volume is considered 
(Fig. 1). The boiling is silent. Cylindrical heater of radius Rw is immersed in the superfluid helium at the 
depth h. A smooth vapour film is formed that is coaxial to the heater. The recovery process takes 
place when the vapor film collapses into the liquid at the heat flux qw = qR. Above the free surface of 
the liquid constant pressure Pb is maintained so the liquid is in equilibrium with the vapor Pb = PS(Tb).  
 
The base approach is presented in paper [2]. Here is the development of this approach with surface 
tension and boundary conditions on the vapor-liquid interface based on two-fluid model. 
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Fig. 1. Schematic diagram of the problem 
 

2.1 Boundary Conditions 
 
The interface surface in continuum mechanics is considered as geometry object with zero thickness, 
which separate two phase with significantly different properties. In the common case interface is 
permeable for the muss, momentum and energy flux. For the control volume around point on the 
interface (Fig. 2) we can write a system of conservation equations [11]. For simplicity, we assume that 
the mass flux is zero. The phases are viscous and heat-conducting. Denote the normal to the 
interface as x, then  
 

2xx xx H     , (1) 

 

where xx  is the normal component of the momentum flux density tensor,  is the surface tension, 

and H is the average curvature of the surface. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Control volume in the vicinity of a point on the interface 
 

The rate of surface pulse occurrence in the absence of a tangential tension gradient along the surface  
 

0xy xy
    , (2) 

 

where xy  is the tangent component of the momentum flux density tensor. 

  
For a classical fluid, the expanded form of writing the momentum flux density tensor is as follows: 
 

 

xx x x xxu u p    , 
(3) 

xy x y xyu u  
,
 (4) 
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where ux is the velocity of the medium normal to the surface, uy - velocity of the medium in the 

direction tangent to the surface, p is the pressure,  - tensor of viscous stresses, sign tilde indicates 
the definition of velocity in its own reference frame.  
 
If we take the no-slip condition at the interface, that is 
 

0y yu u   , (5) 

0xy xy
     , (6) 

 
Then neglecting the mass flux on the interface it turns out 
 

    2xx xxp p H         . (7) 

 
Newton's generalized law of viscous friction  
 

2

3

k l m
kl kl

l k m

u u u

x x x

   
      

   
, (8) 

 

Where  is the dynamic viscosity, allows us to determine the normal component of the viscous stress 
tensor for an incompressible fluid as 
 

2 x
xx

u

x


  


. (9) 

 
Thus, we can write the compatibility condition for the x-normal to the surface 
  

 
4

2 2
3

x xu u
P P H

x x

   
          

  
 

. (10) 

 
However, for superfluid helium, the momentum flux density tensor according the two-fluid 
hydrodynamics [12] is written as follows: 
 

ik n ni nk s si sk iku u u u p     , (11) 

 

where un is the velocity of the normal component, us is the velocity of the superfluid component, n is 

the density of the normal component, s is the density of the superfluid component, ik is the 
Kronecker symbol. 
 
At the phase interface, the mass flow is equal to zero: 
 

0x n nx s sxj u u    , (12) 

 
Then the normal component of the viscous stress tensor corresponds to the velocity of the normal 
component un: 
 

2 nx
xx

u

x


  


. (13) 
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Normal component of momentum flux density tensor 
 

21 2n nx
xx n nx

s

u
u P

x

  
        

  
. (14) 

 
Compatibility condition for the normal momentum flux density tensor: 
 

  24
2 1 2

3

x nx n
n nx

s

u u
P P u H

x x

     
                  

. (15) 

 
Tangent tensor of the momentum flux density 
 

1
nyn nx

xy n nx ny

s

uu
u u

y x

    
        

    
. (16) 

 
The non-slip conditions are formulated for the normal component: 
 

0y nyu u   , (17) 

0
y nyx nx

u uu u

y x y x

     
        

      
. (18) 

 
Thus, in conjugate problems with the He-II – vapour interface, new type of boundary conditions should 
be exploited to close the system of conservation equations. For the steady interface it is equations 
(15) and (16). 
 

3. EQUATIONS AND SIMPLIFICATIONS 
 
The application of the model [2], describing the method of calculating the recovery heat flux for 
superfluid helium boiling, to the considered problem, allows us to obtain a system of equations. The 
peculiarity of present paper is taking into account capillary force on the vapour-liquid interface and 
boundary conditions on the interface. 
 
The pressure in the fluid P' is determined by the hydrostatic difference: 
 

bP P gh   . (19) 

 

Where ' – liquid density, g – gravity acceleration. 
 
The vapor pressure P" in the film is determined by the non-equilibrium boundary condition obtained by 
solving of the kinetic Boltzmann equation for evaporation-condensation problems [13]. The 
relationship between the actual vapor pressure near the phase interface P", the pressure Ps(T1) 
corresponding to saturation lines of the vapour-liquid interface temperature T1 and the heat flux 
density on it qR is the following: 
 

1

1

0.44
( )

2

R
S

h

q
P P T

R T
   . (20) 

 
Where Rh – individual gas constant for helium. 
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The correlation (20) was received for absence of mass flux density on the vapor-liquid interface. The 
conditions which satisfy (20) must be the minimum heat flux at which film boiling can occur, a value 
equal to the recovery heat flux density. 
 
We use (15) to write the boundary condition on the interfacial surface at the velocity of the phase 
boundary equal to zero. In addition vapor film is steady, therefore vapor velocity is equal zero, and the 
term due to the viscosity forces in (15) disappears: 
 

  22 1nr n
n nr

s w

u
P P u

r R

   
        

  
. (21) 

 
In this case, the velocity of normal movement is determined from the ratio: 
 

nq STu  . (22) 

 
where S is the entropy of the liquid. Heat transfer in a liquid is described on the basis of the Gorter-
Mellink theory of mutual friction [14]: 
 

( ) n

i

dT
f T q

dr
  . (23) 

 
where fi(T) is the empirical parameter of the Gorter – Mellink mutual friction in the temperature range 

TbT1. Usually, when calculating the exponent in equation (24), it is assumed to be n = 3 [2]. As noted 
in [15], the best agreement with the experiment is achieved at n = 3.4, but [16] states: "it has been 
shown experimentally that the exponent varies from about 3 to almost 4 when the temperature 

reaches the -point, i.e. T”. 
 

Integration of (23) gives the following. Due to the law of energy conservation R wq R qr , where r - 

the current radius in the liquid, q – heat flux density at this distance from the axis of the cylindrical 
coordinate system. This correlation is substituted to the (23): 
 

( )
n n

w
i n

q RdT
f T

dr r
  . (24) 

 
Then integrating (24) 
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At this 
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. As a result, we get 
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And the final is  
 

1 ( )
( 1)

n

R w
b

q R
T T f T
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. (28) 

 
Then expressing the velocity from equation (22), and temperature gradient from (23) we obtain the 
following for the liquid – vapor boundary: 
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.  (29) 

 
The difference between saturation pressers is transformed using the Clapeyron-Clausius equation 
and equation (28): 
 

1
1 1 2
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.  

(30) 

 
Where L is latent heat of evaporation for helium. 
 

Then, the common equations are formulated. Vapor pressure P from equation (20) and liquid 

pressure P from equation (19), pressure difference Ps(T1)–Pb from (30), velocity gradient from (29) 
are substituting to (21). The system of equations (19) – (30) is reduced to the following equation with 
respect to qR: 
 

1
2 2

1 1

2
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n R
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. (31) 

 
In this case, the temperature of the interfacial surface T1 is determined from the ratio (28). So, the 
common solution is two equations (31) and (28) with two unknown variables qR and T1. 
 

If we assume that the change in the temperature of the superfluid helium can be ignored (T1  Tb), as 

if ( ) 0f T   then equations (19)-(21) reduces to the following form: 

2
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. (32) 
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This equation is a quadratic equation with respect to the recovery heat flux density. 
 
Earlier [17], solutions were obtained taking into account changes in the temperature of the liquid, but 
without peculiarities of boundary conditions on the interface He-II - vapor: 
  

2

0.44 ( )

( 1)( )
2
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n bR
R w

h b wn

h b R w

r Pq f T
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n R T Rf T
R T q R

n

 
  

 
 

 

 

(33) 

 
and with the assumption of a constant temperature of the liquid 
 

2.27 2R h b

w

q R T gh
R

 
   

 
. (34) 

 
We will consider below how various factors influence the value of the recovery heat flux density. In 
experimental works [5,6], systematic studies of the recovery heat flux on various samples of 
cylindrical geometry were carried out. Further, we will use the results of this work for comparison with 
the calculations. 
 

4. RESULTS AND DISCUSSION 
 
The calculation results of the recovery heat flux density qR for the experimental data [5] with different 
heater sizes dw and different immersion depth h show that agreement is achieved quite satisfactory. 
The dependencies of recovery heat flux qR on immersion depth h for cylindrical heater of diameter 
d = 2 mm are presented on Fig. 3 for different approaches to calculations. These lines were received 
at the degree indicator n = 3.2 as the best for describing experimental data. As for calculation this 
figure shows that the best agreement with the experimental data is achieved for the full equation (31) 
taking into account peculiarities of the main heat and mass transfer processes in the superfluid helium 
and corresponding boundary conditions. 
 

 
 

Fig. 3. Comparison of experimental and calculation data (Tb = 1.97K, d = 2 mm): 1 – eq. (31),  
2 – eq. (32), 3 – eq. (33), 4 – eq. (34), 5 – experimental points 
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Fig. 4. Vapor-liquid interface temperature dependence on heater immersion (Tb = 1.97K, 
d = 2 mm): 1 – eq. (31), (28), 2 – eq. (33), (28) 

 
The dependencies of vapour-liquid interface temperature are presented on Fig. 4. These 
dependencies were received as the result of solution systems of equations. As we can see from Fig. 4 
temperature difference in liquid is less than 0.02K for chosen parameters. But as we can see from 
Fig. 3 this difference may affect on the results for heat flux densities and corresponding one. For 
example this factor may explain occurring of noise film boiling at the large immersion depth. 
Difference between two types of calculation from equations (28), (31) and equations (28), (33) is not 
quite big but the formulation of the right boundary conditions for liquid-vapor interface can be useful 
for the class of problem with superfluid helium boiling. 
 
The dependencies of recovery heat flux qR on immersion depth h for cylindrical heater of diameter 
d = 0.05 mm are presented on Fig. 5 for different approaches to calculations. Instead of previously 
result all lines are near experimental points as for small immersion depth as for big enough. At this it 
is necessary to note, that this line are almost linear, due to the small heater diameter.  

 

 
 

Fig. 5. Comparison of experimental and calculation data (Tb = 1.91K, dw = 0.05 mm): 
1 – eq. (31), 2 – eq. (32), 3 – eq. (33), 4 – eq. (34), 5 – experimental points 

 
The dependencies of recovery heat flux density qR on bath temperature Tb for cylindrical heater od 
diameter d = 0.8 mm are presented on Fig. 6 for different approaches to calculations. From these 

lines we can find that for temperature near -point there is necessary to analyse heat transfer in 
superfluid helium and change in the interface temperature. For the large heater immersion depth the 
difference between two approaches to calculation is more than for small. 
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Fig. 6. The dependence of the recovery heat flux q on the temperature of the bath Tb at 
different immersion depths for a cylindrical heater dw = 0.8 mm: 1 – immersion depth h = 20 

cm, 2 – immersion depth h = 5 cm; a - experimental data (points); b - according to the 
system of equations (31), (28) at n=3.2; c - according to equation (34) 

 
Therefore, when calculating the processes of heat and mass transfer during the film boiling of helium-
II on a cylindrical heater, it is necessary to take into account normal and superfluid motion especially 
near the vapour-liquid interface. Non-equilibrium effects near vapour-liquid interface determine the 
formation of the vapor film, relationship of heat flux and vapour pressure and saturation line. The 
calculation of temperature increase in superfluid helium due heat transfer and formulating of heat 
balance in liquid can be made on the base the Gorter-Mellink theory. 
  

3.1 Boiling of Superfluid Helium in Microgravity 
 

In experiments [18], the conditions of microgravity were ensured by the free fall of the container in a 
pipe with a height of 122 m, the pressure in which was at the level of 50 Pa. The experiment lasted 
approximately 4.7 s, during which the level of microgravity was g0 = 10-5g.  
 
To create a single bubble in helium-II, a microheater of manganine wire with an outer diameter of 
0.05 mm and a length of 1.88 mm was placed in the cryostat. Heater was fixed on both sides by two 
superconducting monofilaments. The heat load of the heater was measured by a four-wire circuit. 
Most of the heat was released in the manganin part, even when the superconducting wires were 
partially in the vapor bubble. The direct current was switched on simultaneously with the onset of free 
fall and remained on during the entire time of microgravity (until the start of braking).  
 

During the experiment, a single vapor bubble was formed on the heater surface, which grew to a size 

of (610) mm in diameter at a bath temperature of 1.9K. The size dependence of the vapor film on the 
time was calculated by the area occupied by the vapor in the frames of the video.  
 

The problem of superfluid helium boiling in microgravity corresponds to Fig. 1. However, vapor film on 
the heater surface is formed in ideal spherical shape as shown by experimental data [18]. But the 
recovery heat flux can be estimated for cylindrical geometry. 
 

The level of microgravity in experiments [18] was g0 = 10-5g. The estimate shows that the hydrostatic 

pressure difference can be neglected 
4

0 7 10g h     Pa. The capillary pressure difference is 

12.4
wR


  Pa at the heater radius 

52.5 10wR    m. 

 

Then equation (31) in microgravity is transformed to the following 
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And equation (34) is transformed to the next one 
 

2.27 2R h b

w

q R T
R

 
  

 
. (36) 

 
On the Fig. 7 there are two dependencies of recovery heat flux on bath temperature for two 
approaches to calculation. As we can see the difference between two lines is quiet small (several 
units), and the value of the recovery heat flux is less than for earth gravity by an order of magnitude 
(see Figs. 3, 5). At the same time dependencies is almost linear for small heater as for microgravity as 
at the full gravity conditions. 
 

 
 
Fig. 7. Recovery heat flux dependence on temperature for microgravity (dw = 0.05 mm): 1 – eq. 

(35), (28); 2 – eq. (36) 
 
At this we can conclude that recovery heat flux is determined by the capillary force in microgravity 
instead of laboratory conditions where the hydrostatic pressure plays main role. As we can see from 

Figs. 3, 5 the corresponding values for free volume lies in the range of (18) W/cm2, that in 432 
times more than in microgravity. Therefore corresponding values of peak heat flux should be also less 

for microgravity. In experiments [19] heat flux density for vapor film growing was (1.75.5) W/cm2. 
This value is consistent in order with data [5, 6] presented on Figs. 3, 5. 
 

4. CONCLUSION 
 
The calculation method for recovery heat flux at film boiling of superfluid helium is developed based 
on continuum mechanics and molecular kinetic theory. The peculiarities of heat transfer in superfluid 
helium are considered based on the two-fluid model for boundary conditions and semi-empirical 
theory of Gorter-Mellink. The surface tension is taking into account also, that is an important factor for 
small heater and microgravity conditions. The experimental data were analyzed. Comparison of 
calculation and experimental data is good enough. At this, presented method is satisfactory described 
the known experimental data.  
 
Recovery heat flux at microgravity [18] is determined by the capillary force and smaller by an order 
than for full gravity. 
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ABSTRACT 
 

Curie point is reached according to Gill’s electronic theory of magnetism 1964 because of the 
increased inter-atomic distance at a certain high temperature for a particular metal which makes it 
impossible for some exposed electrons of a ferromagnetic atom to latch onto the exposed protons of 
the next atom to cause magnetization. This Curie point could be increased by applying a stronger 
external magnetic field. 
Meissner effect 1933 refers to the lateral expulsion or squeezing out of an otherwise constant total 
magnetic flux from within the magnet to the outside on cooling of the magnet to a critical temperature 
as it results in less internal space. It will be shown that the concept of internal plus external magnetic 
flux as a constant is wrong and an alternative explanation will be presented to explain the Meissner 
experiment results obtained in 1933 with the help of Gill’s electronic theory of magnetism 1964 (the 
re-explained Meissner effect). 
Gill’s electronic theory of magnetism shows that the reduced inter-atomic distance of the magnetized 
chain inside the magnetized tin cylinder on cooling will result in a greater number of electrons of one 
atom to latch onto the protons of the next atom and so on. This increased magnetic force of attraction 
between exposed electrons and protons of adjacent magnetized atoms will prevent any expulsion of 
the increased intra-magnetic force along its lateral length. There is greater magnetization of the tin 
cylinders resultant magnetic poles at the two ends due to reduced inter-atomic distance due to cooling 
resulting in the development of a stronger external magnetic force around the tin cylinder, with no 
change in the external applied external magnetic force and this is the correct Meissner effect. 
Levitation of the electron dependent north magnetic pole of a magnet in the Meissner experiment due 
to a dense layer of electrons on the tin surface will be addressed.  
Superconductivity will be explained by super-cooling leading to a greatly reduced inter-atomic 
distance leading to easy flow of the free outer valence electrons as they are experiencing near zero 
resistance while flowing from one atom to the next. These outer free electrons in a superconducting 
supercooled state will experience equal force from neighboring consecutive proton masses of 
consecutive atoms and thus are able to move freely with zero resistance.   
 
Keywords: Gill’s electronic theory; superconductivity; curie point; magnetic force; electrical forces. 
 

1. INTRODUCTION 
 
A better understanding of physics leads to better applications. While dealing with magnetism, we are 
dealing with two forces from the two poles of a magnet [1,2]. The negative or north magnetic pole 
� will repel another negative or north magnetic pole � and the positive or south magnetic pole � will 
repel another positive or south magnetic pole � and the negative or north magnetic pole � will attract 
the positive or south magnetic pole �. Gill’s electronic theory of magnetism (1964) shows that the 
magnetic force is a combination of the electron dependant and proton dependant forces from the two 
magnetic poles and the relative motion between the very same two forces produce an electric current.  
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Pierre Curie while dealing with magnetism at high temperatures brought up the Curie point and 
Curie’s law [3,4]. The author has similar results with dot product equations which have been further 
elaborated with the application of Gill’s electronic theory of magnetism.  
 
The Walther Meissner and Robert Ochsenfeld experiment 1933 while dealing with temperatures 
approaching absolute zero obtained results which were explained as lateral expulsion of magnetic flux 
known as the Meissner effect [5]. Gill’s electronic theory of magnetism 1964 [6] explains the magnetic 
configuration of the tin cylinder atoms under the influence of an electromagnet. It is further explained 
why there cannot be any lateral expulsion of internal magnetic forces although internal magnetic 
forces increase with cooling [7-9]. The overall increase in external magnetic forces around a tin 
cylinder without any expulsion of magnetic flux from within is because of increased magnetization of 
its magnetic ends because of cooling.  
 
A. Einstein in 1905 [10] and Richard Feynman in 1943 expressed concern about asymmetry between 
the magnetic force and the electrical forces and the same is resolved with the application of Gill’s 
electronic theory of magnetism 1964. 
 

2. METHOD 
 
Gill’s electronic theory of magnetism 1964 will be summarized and its application will help in 
explaining the Curie point and its variation with change of applied external magnetic force. Next, Gill’s 
electronic theory of magnetism 1964 will be applied to the Meissner experiment 1933 and the results 
will be explained. It will be shown that there is no lateral expulsion of magnetic flux (Meissner effect), 
but there is development of extra magnetic flux/force from the magnetic ends due to decreased inter-
atomic distance in the tin cylinder due to cooling with all other factors remaining unchanged. It will be 
explained how a decreased inter-atomic distance due to cooling makes it easier for a larger number of 
inner electrons of one magnetized atom to latch on to the protons of the next magnetized atom and so 
on and we have a larger number of exposed inner electrons (�) with a negative torque (− �) at one 
end as the negative or north magnetic pole � and an equal larger number of exposed protons (�) at 
the other end with a positive torque (+ �) as the positive or south magnetic pole � of the tin cylinder. 
This leads to extra magnetic force manifestation on the outside. It will be explained why magnetic flux 
cannot be pushed out of the lateral tin surface after cooling. Superconductivity will be explained along 
with a presentation of stages of magnetism.  
 

3. GILL’S ELECTRONIC THEORY OF MAGNETISM (1964) 
 

Gill’s electronic theory of magnetism (1964) is based on the structure of the atom and explains how 
the positively charged protons and the negatively charged electrons of an atom are responsible for 
both magnetism and electrical forces. 
 

In the diagrams that follow in this article, we are using a simplified version of the structure of an atom 
with a large black proton mass and small red inner electrons. Please note that the outer free valence 
electrons (not shown) take part mainly in electrical current flow. 

 

 
 

Fig. 1a. 
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Fig. 1b. 
 

Fig. 1a. Shows neutral iron atoms in the un-magnetized state 
Fig. 1b. Shows the change in position of the inner electrons on magnetization 

Large black dots-protons 
Small red dots-electrons 

 
Fig. 1b shows the change in position of the inner electrons on magnetization. If the displaced 
magnetized electrons have a negative torque (− �), then the exposed protons at the other end of the 
magnetized atom will have a positive torque (+ �) and vice versa. This chain continues with the 
magnetic ends manifesting as the exposed negatively torqued (− �) electron based negative or north 
magnetic pole � and the exposed oppositely torqued (+ �) proton based positive or south magnetic 
pole � of the magnet.  
 
Gill’s electronic theory of magnetism 1964 shows the neutral iron atoms in Fig. 1a are magnetized in 
Fig. 1b and CD has become the negative or north magnetic pole � with a negatively torqued (− �) 

non-moving charge –�� of the magnet and AB has become the positive or the south magnetic pole 
� of the magnet with an opposite positively torqued (+ �) non-moving charge + ��  where � is the 
number of exposed inner electrons at one end and equals the number of exposed protons at the other 
end.  
 
The neutral atoms in Fig. 1a have become magnetized atoms in Fig. 1b by undergoing a change in 
configuration and each atom also has developed an opposing torque between its own electrons and 
protons to give the magnetized atoms a cork-screw effect.  
 
In Gill’s electronic theory of magnetism, magnetic force � is the force of attraction between 
 

(1) the exposed inner electron based negative or north magnetic pole � and  
(2) the exposed proton based positive or south magnetic pole �.  

 
The application of Gill’s electronic theory of magnetism 1964 in Fig. 1b shows that the magnetic force 
comprises of two forces (positive and negative) emanating from the proton dependent south magnetic 
pole and the electron dependent north magnetic pole of reconfigured magnetized atoms.  
 
Experiment- A physicist showed me the following experiment in 1965. On a wooden table, spread 
some coarse iron filings and in the middle of the iron filings, place a magnet.  
 
In Fig. 2a we see a bar magnet with iron filings arranged along magnetic field lines. According to Gill’s 
electronic theory of magnetism, each magnetic field line is a combination of negative electron 
dependent force from the north magnetic pole and the positive proton dependent force from the south 
magnetic pole.  
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In Fig. 2b, a wooden non-magnetic obstruction Z is placed on one side on the iron filings. The iron 
filings crumple on both sides of Z in zones X and Y.  If the magnetic force was a single force, the iron 
filings should have crumpled in Zone X or Zone Y only.  
 
Thus, the magnetic force is combination of the proton dependent positive and the electron dependent 
negative forces from the two poles of a magnet seen both diagrammatically and experimentally.  
 

 
 

Fig. 2a. 
 

 
 

Fig. 2b. 
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4. CURIE POINT AND GILL’S ELECTRONIC THEORY OF MAGNETISM 1964 
 
Fig. 3 is a magnet based on Gill's electronic theory of magnetism (1964). The inter-atomic distance 
between the center of one atom and the center of the next atom is � meters. In the magnetized state, 
some of the inner electrons with a negative clockwise torque (− �) of an atom can latch onto the 
exposed protons with a positive anti-clockwise torque (+ �) of the next atom and so on and we have 
the south magnetic pole due to exposed protons with a positive anti-clockwise torque (+ �) and the 
north magnetic pole due to the exposed inner electrons with a negative clockwise torque (− �) or vice 
versa. If the inter-atomic distance increases beyond a certain � meters as indicated by temperature 
above the Curie point or Curie temperature ��, then magnetization is not possible as the exposed 
inner electrons of one atom are not able to latch onto the exposed protons of the next atom. 

 
 
Fig. 3. 

 
There are two factors affecting the extent of magnetization of Fig. 3: 
 
a-the external magnetic force: The greater applied external magnetic force will result in a larger 
number of inner electrons latching on to the exposed protons of the next atom and so on, until we 
have exposed inner electrons at one end behaving as the negative or north magnetic pole � with a 
negative torque (− �) and exposed protons at the other end behaving as the positive or south 
magnetic pole �  with a positive torque (+ �). 
 
b-the inter-atomic distance: As the inter-atomic distance � meters becomes smaller with cooling, it will 
result in a larger number of inner electrons of one atom to link with the exposed protons of the next 
atom and so on until we have a larger number of exposed inner electrons at one end as the north 
magnetic pole � and an equal larger number of exposed protons at the other end of the magnet as 
the south magnetic pole �. 
 
When the temperature is raised, the inter-atomic distance � meters will increase. 
                                                                                     

 � = �₀(� + �.°�)  
 
where �₀ meters is the inter-atomic distance at 0°�. 
� is the temperature on the Kelvin scale. 
μ is the coefficient of expansion of the metal. 
 
Magnetizing force of attraction � between an inner electron (− �) of one magnetized atom and the 
exposed proton (+ �) of the next magnetized atom when there is a distance � ������ between them is 
 

 � =
�(��)(��)

�²
= −

���

��  ������� . (Coulomb’s law with � as the Coulomb’s constant) 

 

Large black dots-Protons 

Small red dots - Electrons 
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Gill’s electronic theory of magnetism 1964 explains that the negative force from the exposed inner 
electron (− �) because of a clockwise negative torque (− �) of a magnetized atom has a clockwise 
spin and the positive force from the exposed proton (+ �) because of an anti-clockwise positive torque 
(+ �) of the next magnetized atom has an anti-clockwise spin or vice versa depending on how you 
look at it. These two positive and negative forces with opposite spins will entwine with each other and 
attract.  
 
As the inter-atomic distance � meters becomes larger with warming, it will result in a smaller number 
of inner electrons of one atom to link with the exposed protons of the next atom and so on until we 
have smaller number of exposed inner electrons at one end as the north magnetic pole � and an 
equal smaller number of exposed protons at the other end of the magnet as the south magnetic pole 
�.  
 
Curie point (��) is a certain high temperature at which � meters has increased so much that no 
electrons of one atom are able to latch onto the protons of the next atom and the magnet becomes 
de-magnetized or is unable to magnetize. 
 

 �� = ����°� for Iron.  
 
Thus, at ����°�, the �� for iron, the inter-atomic distance � has increased so much that the inner 
electrons of one atom are unable to latch onto the exposed protons of the next atom and the 
ferromagnet is demagnetized or cannot be magnetized.  
 
If the length of the magnet in Fig. 3 is � meters and the total number of exposed electrons − � at the 
north magnetic pole is � which is also equal to the exposed protons + � at the south magnetic pole, 
then the expressed total magnetic force/flux which will travel around the magnet (the positive force 
towards the electron based negative or north magnetic pole � and the negative force towards the 
proton based south magnetic pole �) towards the two magnetic poles is  
 

����� �������� ����� � =
��(��)�(��)

�� = −
�����

��  �������.  

 
An increased external applied magnetic force � will help this latching of the inner electrons of one 
atom to the protons of the next atom sequentially at temperatures above the Curie point and so the 
Curie point can be raised by increasing the external applied magnetic force.  
 
Curie point (��) increase is directly proportional to the increase in external applied magnetic force �. 
 

 �� ↑ ∞  �������� � ↑  .  
 
� = �₀(� + �.°�)  

 
where �₀ meters is the length of the magnet at 0°�. 
� is the temperature on the Kelvin scale.  
μ is the coefficient of expansion of the metal. 
� meters, the length of the magnet is directly proportional to the absolute temperature � on the Kelvin 
scale. 
 

� ∞  � . 
 
From the above discussion, we conclude that the resulting magnetizing force � is directly proportional 
to the external magnetizing force � and inversely proportional to the absolute temperature. 
 

F ∞   B   and F ∞  
�

�
  or F ∞  

�

�
  or 
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F = C.
�

�
                                                                                                                                     (1) 

 
Where C is a material specific constant and resulting magnetizing force � is a dot product derived with 
the help of Coulomb’s law. 
 
Discussion: Pierre Curie who experimented at high temperatures came up with Curie's law: 
 

� = �.
�

�
 

 
Where �  is the resulting magnetization 
� is the magnetic field in teslas 
� is the absolute temperature in kelvins and 
� is a material-specific Curie constant. 
 
According to Pierre Curie, below the Curie temperature, neighboring magnetic spins align in a 
ferromagnet even if there is no externally applied magnetic field. Above the Curie temperature, the 
magnetic spins are randomly aligned unless an external magnetic field is applied. 
 
According to Gill’s electronic theory of magnetism 1964, the exposed inner electrons of one 
reconfigured magnetized atom latch onto the exposed protons of the next magnetized atom owing to 
an opposing torque (�) between them and so onward. Above the Curie point, due to the increased 
inter-atomic distance, that latching on is not possible and we have a demagnetized state. As the 
temperature is lowered to at or below the Curie point, the latching on and magnetization will set in and 
a further decrease in temperature will result in greater latching on and greater magnetization. 
 
Equation 1 is like the derivation by Pierre Curie known as Curie’s law except that we use dot product 
calculations while applying Gill’s electronic theory of magnetism.  
 
The above concept holds good from the Curie temperature �� all the way up to the super-cooled 
critical temperature experiment of Walther Meissner 1933.  
 

5. WALTHER MEISSNER AND ROBERT OCHSENFELD EXPERIMENT 1933 
 
In 1933, Walther Meissner and Robert Ochsenfeld conducted an experiment shown below and 
concluded that the magnetic flux was expelled from inside a cooled piece of tin to the outside due to 
less space inside because of cooling, erroneously presuming that the total magnetic flux inside the tin 
cylinder and outside it was a constant independent of the temperature of the tin (Meissner effect). 
 

 
 

A tin cylinder—in a Dewar flask filled with liquid helium—has been placed between the poles of an 
electromagnet. The magnetic field is about 8 milliteslas. 
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T=4.2 K, B=8 mT. Tin is in the normally conducting state. The compass needles indicate that 
magnetic flux permeates the cylinder.  
 

 
 
The cylinder has been cooled from 4.2 K to 1.6 K. The current in the electromagnet has been kept 
constant, but the tin became superconducting at about 3 K.  

 
Fig. 4 is a diagram showing the Meissner effect due to cooling to < 3.72°�. Magnetic field lines, 
represented as arrows, are excluded from a superconductor when it is below its critical temperature. 
 
The Meissner effect shown above is based on the exclusion principle for lack of any other 
explanation. There is this constant external magnetic field � from the electromagnet applied to the tin 
cylinder in the liquid helium flask. Cooling of the tin to the critical temperature and below results in 
decreased inter-atomic space and the magnetic field lines inside the tin gets expelled for lack of 
space. 
 
The author disagrees with the above Meissner effect explanation and applies Gill’s electronic theory 
of magnetism 1964 to the Meissner experiment 1933 to explain the results as follows. 
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Fig. 4. 
 
 A word about Gill’s electronic theory of magnetism 1964 as we move further. 
 

 
 
Applying Gill’s electronic theory of magnetism 1964 to the following electro-magnetic experiment 
shows how and why the two forces spin and entwine while they head for the opposite source.  
 

 
Fig. 4a 

 
Gill’s electronic theory of magnetism 1964 has been applied to a piece of iron as it is magnetized by a 
direct electric current coil as shown in Fig. 4a.  
 
The negative free valence electrons (− �) as they flow as a negative electric current in the coil in the 
negative direction towards �� act on the iron piece inside the coil and lead to an exposure of protons 
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by attraction at the positive or south magnetic pole � and these exposed protons at the magnetic end 
have also developed a positive torque (+ �) by attraction in the direction of the circular electron flow in 
the electro-magnetic coil.  
 
The same negative free valence electrons (− �) as they flow in the electric coil causes the exposed 
inner electrons of atoms in the iron piece inside the electric coil to be repelled sequentially towards ��  
to become the negative or north magnetic pole � and these exposed inner electrons have developed 
a negative torque (− �) by repulsion from the circular electron flow in the electro-magnetic coil.  
 
The atoms in the iron piece are getting sequentially magnetized and at every inter-atomic intra-
magnetic level there is an exposed proton (+ �) based south magnetic pole � with a positive torque 
(+ �) facing an exposed inner electron (− �) based north magnetic pole � with a negative torque (− �) 
of the next atom.  

 
 

Fig. 4b. At the start of magnetization 
 

In Fig. 4b, at the start of magnetization at t= 0 seconds, the negative forces are coming out from the 
exposed inner electron (− e) based negative or north magnetic pole � and these negative forces are 
experiencing a negative torque (− �) passed on from the negative torque (− �) of the exposed inner 
electron based negative or north magnetic pole �.    
 
The exposed proton (+ e) based positive or south magnetic pole S has the positive forces coming out 
with a positive torque (+ τ) passed on from the positive torque (+ τ) of the exposed protons of the 
positive or south magnetic pole �. 
 
These negative and positive forces also exist at the inter-atomic intra-magnetic level when 
magnetized and even inside the magnet there is a much greater coulombs force of attraction as the 
coulombs force law is applicable. 
 
These negative forces with a negative torque (− τ) from � travel towards the positive or south 
magnetic pole � and the positive forces with a positive (+ τ) torque from � travel towards the negative 
magnetic pole � and owing to their opposing torque they entwine to manifest as a single magnetic 
force erroneously called the single fundamental force of magnetism. 
  
In above Fig. 4c at t> 0 ������� , the negative forces are coming out of the negative or north 
magnetic pole �  with a negative torque (− τ) and are headed for the exposed positive or south 
magnetic pole � and the positive forces are coming out of the exposed south magnetic pole � with a 
positive torque (+ τ) and are headed for the negative or north magnetic pole �. 
 
The intra-magnetic force will get stronger with cooling owing to decreased inter-atomic distance and 
no magnetic flux whatsoever can be expelled laterally. Cooling will facilitate increased magnetization 
as the electrons and protons of neighboring atoms get closer to each other and this will manifest from 
the exposed magnetic ends only. 



 
 
 

Newest Updates in Physical Science Research Vol. 9 

�∞
�

�
 and Meissner Effect 1933 Re-explained by Gill’s Electronic Theory of Magnetism 1964 

 
 

 
63 

 

The magnetic force of attraction is a combination of the negative force from the north magnetic pole � 
with a negative torque − � and the positive force from the south magnetic pole S with a positive torque 
+ �.    
 

 
 

Fig. 4c. Magnetized 
 

Owing to the opposing torque between the forces from the negative or north magnetic pole � and 
from the positive or south magnetic pole S, these two forces of attraction entwine with each other as in 
Fig. 4c and appear to be a single magnetic force of attraction both: 
  

1 - at the inter-magnetic intra-magnetic level, this attractional force gets stronger with cooling due 
to decreased inter-atomic distance and no lateral expulsion of magnetic flux possible although 

greater magnetization possible. 1  
2 - at the extra-magnetic level it does manifest from the two ends of a magnet as the magnetic 

force/flux. 
 

6. LINE DIAGRAMS OF MEISSNER EXPERIMENT PLUS GILL’S ELECTRONIC THEORY 
OF MAGNETISM 

 

In Fig. 5a and Fig. 5b, we have the tin cylinder immersed in a Dewar flask with liquid helium. An 
electromagnet with a constant magnetic field � is placed across the Dewar flask.  
 

The large red arrows show the overall direction of the negative electron dependant counterclockwise 
electric current around the electro-magnet. According to Gill’s electronic theory of magnetism, it 
causes each magnetized atom to have some of its inner electrons repelled towards the negative or 
north magnetic pole � and these electrons also develop a clockwise torque (− �) due to repulsion from 
the counterclockwise flowing electrons as an electric current. The exposed protons at the other end of 
each magnetized atom will have a counter-clockwise positive torque (+ �) due to the counter-
clockwise force of attraction from the flowing electron dependant electric current. We thus have an 
electron dependant negative or north magnetic pole � with a negative torque (− �) and a proton 
dependant positive or south magnetic pole � with a positive torque (+ �) of the electro-magnet. 
 

These magnetized north and south poles of the electromagnet cause a similar change in the atoms of 
the tin cylinder and we have a south magnetic pole in the tin towards the north magnetic pole of the 
electromagnet and a north magnetic pole towards the south magnetic pole of the electromagnet. The 
magnetic force/flux around the cylinder will be proportional to the number of exposed inner electrons 
at its north magnetic pole which is equal to the number of exposed protons at its south magnetic pole. 
The decreasing inter-atomic distance with cooling will cause greater magnetization as explained by 
applying Gill’s electronic theory of magnetism which causes greater external magnetic force as seen 
in the above experiment. Magnetic flux cannot be expelled laterally from inside the magnetized tin 
cylinder as will be explained. 

                                                           
1 refer Meissner effect re-explained with Gill’s electronic theory of magnetism 1964 by author in ARJPS 2018. 
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Fig. 5a. (view from front) 

 

 
Fig. 5b. (view from the top) 

 
7. INTRA-MAGNETIC BEHAVIOR OF NEIGHBORING MAGNETIZED ATOMS 
 
When the above metal (tin) is being magnetized in a magnetic field and is cooled, the inter-atomic 
distance � meters will decrease due to cooling. 
 

� = �₀(� + �.°�)    
 

�₀ meters is the inter-atomic distance at 0°�. 
� is temperature on the Kelvin scale.                                                                                                  
μ is the coefficient of expansion of the metal. 
� meters is the inter-atomic distance at a particular temperature. 
 
Due to the super-cooling with liquid helium, � decreases significantly and applying Gill’s electronic 
theory of magnetism 1964: 
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(a)-inner electrons of one atom will have greater ease to latch onto the protons of the next atom and 
so on along with an opposing torque between the electrons and the protons of each magnetized 
atom. 

(b)-larger number of inner electrons of each atom will latch onto the protons of the next atom and so 
on resulting in greater magnetization. 

 
The smaller the inter-atomic distance �, which happens with lowering the temperature of the tin 
cylinder in the Meissner experiment, the easier it is for more of the inner electrons of one atom to latch 
onto the protons of the next atom and so on when subjected to the same external applied magnetic 
force �. Also, because of the decreased �, a greater number of inner electrons of each atom will latch 
on to the protons of the next atom and so on and result in greater magnetization of the tin cylinder 
without any change in the external applied magnetic � and this is what causes the Meissner effect. 
 

8. INTRA-MAGNETIC BEHAVIOR OF MAGNETIZED NEIGHBORING PROTON AND 
ELECTRON 

 

 
 

Fig. 6. 
 

Fig. 6 is a diagrammatic representation of how the negative force from an internally exposed 
magnetized clockwise negatively torqued (− �) electron (− �) of an atom with a clockwise spin 
entwines with the positive force from an internal anti-clockwise oppositely torqued (+ �) exposed 
proton (+ �) of the next atom with an anti-clockwise spin inside the magnet. Applying Coulomb’s law, 
the magnetizing force of attraction � between the exposed proton of an atom and the exposed inner 
electron of the next atom at an inter-atomic distance �  meters is 
 

� =
�(+ �)(− �)

��
= −

���

��
������� 

 
where � is the coulomb’s constant. 
 
If the number of magnetized atoms at each level of magnetization along the length of the magnet is  �  
and one inner electron of one atom is connected by the opposing forces to the proton of the next 
magnetized atom, then the total force between the magnetized atoms at each inter-atomic level is 
 

� =
��(��)�(��)

�� = −
��²��

�� �������                                                                            Equation (2) 
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As the temperature drops during cooling, � decreases further and � increases as more electrons of 
each atom can latch onto the next atoms exposed protons, the above equation shows that this binding 
magnetic force � increases further and there is no possibility of this stronger binding inter-atomic 
intra-magnetic force between electrons and protons of neighboring atoms from being expelled laterally 
from inside the magnet as the Meissner effect.   
 

9. EXTRA-MAGNETIC BEHAVIOR OF EXPOSED PROTON AND INNER ELECTRON 
DEPENDANT MAGNETIC FORCES 

 

 
 

Fig. 7. Above shows the same tin cylinder in two stages of super-cooling at �°� and .��°�  
 

� represents the diameter of the tin cylinder in meters which keeps on decreasing with cooling. 
 
As �₀ meters is the diameter of the tin cylinder at absolute zero temperature of °� . 
 
� = �₀(� + �(�°�)) meters at �°�  and   
� = �₀(� + �(�.��°�))  meters at �.��°� where 
� is the coefficient of thermal expansion of tin.  
 
The coefficient of thermal expansion of grey tin between room temperature and − ���°� �� ���°� 
is 4.7 × 10−6 per degree °� and we may use this value in the Meissner experiment. 
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Fig. 7 represents the temporary magnetization of the tin cylinder when it is placed between the two 
poles of an electro-magnet in the Meissner experiment. At the critical temperature of about �.��°�, a 
much larger number of electrons of each atom latch onto the exposed protons of the next atom. This 
temperature drop results in an increased intra-magnetic force and an increased extra-magnetic force 
from the two magnetic ends without any change in the applied external electro-magnetic force � 
which is constant. There is no lateral expulsion of any magnetic flux from within the tin cylinder as the 
Meissner effect. 
 
If � is the number of exposed inner electrons (− �) with a negative torque (− �) as the negative or 
north magnetic pole � and an equal number of exposed protons (+ �) with a positive torque (+ �) as 
the positive or south magnetic pole �, then the external magnetic force spreads around the tin cylinder 

half circumference between the two magnetic poles (�.
�

�
 ������) .  

 
As these two magnetic poles are at a direct distance = �₀(� + �°�) , applying Coulomb’s law, the 
external magnetizing force around the tin cylinder is 
 

� =
��(��)�(��)

�²
 =

��(��)�(��)

(�₀(���°�))²
 ������� = −

��²�²

(�₀(���°�))²
�������  

 
�� ≈ �.� × ����� ��������  
 
�������� �������� � = �.�� × ���������.  

 
� is the coefficient of thermal expansion for tin is 4.7 × 10

−6
 per degree °� . 

 
°� represents the absolute temperature on the kelvin scale and  
� = �₀(� + �°�) is the diameter of the tin cylinder at that temperature. 
 
Thus, the flux/magnetic force seen around the tin cylinder is directly proportional to the square of 
number of exposed protons at one end, which is also equal to the square of the number of exposed 
inner electrons at the other end (�²) and is inversely proportional to the square of the diameter of the 
tin cylinder (��).  
 

� ∞ �²  and  ∞  
�

(�₀(���°�))�   . 

 
As the absolute temperature °� decreases, the external magnetizing force � increases. 
 
The same tin cylinder when cooled to �.��°� which is the critical temperature, a maximal number of 
the inner electrons of each magnetized atom latch onto the exposed protons of the next atom and so 
on and we have an increased magnetic force from the two magnetic poles of the tin cylinder 
manifesting around the tin cylinder.  
 

The external magnetizing force � =
��(��)�(��)

(�₀(���°�))²
= −

��²�²

(�₀(���°�))² 
�������                 Equation (3)  

 

With decreasing temperature, the resultant diameter of the tin cylinder � = �₀(� + �°�)  keeps on 
decreasing resulting in an increase in the external magnetizing force. 
 
As � is much larger than �, Equation (3) is a small fraction of Equation (2), but the larger intra-
magnetic binding force is used up for binding the electrons and protons of the neighboring magnetized 
atoms. However, Equation (3) is enough to explain the increase in external magnetic force on cooling 
as seen in the Meissner experiment in 1933 and there is no need to resort to the lateral expulsion of 
magnetic flux to explain the Meissner effect. 
 

The decreased temperature also causes a decreased inter-atomic distance �  which causes an 
increased number of electrons of one magnetized atom to latch onto the exposed protons of the next 
magnetized atom resulting in an increased  � which causes an increased external magnetic force at 
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the critical temperature on the outside of the tin cylinder without any lateral expulsion of the intra-
magnetic force called the Meissner effect. 
 

At the critical temperature, the inter-atomic distance � has decreased significantly and Equation (2) 
shows that the binding force between the exposed inner electrons of one magnetized atom and the 
exposed protons of the next magnetized atom is maximal and this stronger internal magnetic force 
has been used as a binding force and cannot be laterally expelled or squeezed out as a Meissner 
effect.  
 
Please note that � depends on:  
 
-the external applied magnetic force � (which is a constant in the Meissner experiment) and  
-is inversely related to the inter-atomic distance inside the tin cylinder which depends on the 
temperature of the tin cylinder. 
 
Thus, we will have a greater number of exposed electrons at one end of the tin piece torqued in 
clockwise direction (− �) manifesting as a clockwise spinning negative force and an equal greater 
number of exposed protons at the other end of the tin piece torqued in the anti-clockwise direction 
(+ �) manifesting as an anti-clockwise spinning positive force.  
 
This results in a greater magnetic force effect on the outside as shown in Fig. 7 as the Meissner 
effect, without any magnetic flux being pushed out along the lateral length of the super-cooled tin 
cylinder at the critical temperature.  
 

10. SUPERCONDUCTIVITY 
 
Superconductivity is a phenomenon of zero electrical resistance occurring in certain materials called 
superconductors, when cooled below a characteristic critical temperature. It was discovered by 
Dutch physicist Heike Kamerlingh Onnes on April 8, 1911 in Leiden. In a superconductor, the 
resistance drops abruptly to zero when the material is cooled below its critical temperature. An electric 
current through a loop of superconducting wire can persist indefinitely with no power source.  
 
Superconductivity will result when due to super-cooling below the critical temperature, the inter-atomic 
distance of the conductor decreases so that adjacent atoms merge with each other. In this situation, 
the free valence electrons are almost equidistant from the protons of neighboring atoms and will flow 
with zero resistance for an indefinite period.  
 
The inter-atomic distance � at a temperature on the Kelvin scale is given by  
 

� = �₀(� + �°�) 
 

�₀ is the inter-atomic distance at �°�. 
°� is temperature in Kelvins. 
� is the coefficient of expansion of the conducting material. 
 

On increasing the temperature of a wire, the inter-atomic distance � increases and there is greater 
resistance to the flow of outer free electrons or electric current. 
Electrical resistance �  in Ohms is directly proportional to the absolute temperature °� on the Kelvin 
scale. 
 

���������� � (�ℎ��) ∞  ����������� °� (������ �����)    
 

Cooling the above wire will decrease the inter-atomic distance � and in a supercooled state, there will 
be no inter-atomic gap and there will be zero resistance to the flow of the outer free electrons (electric 
current) and at or below a critical temperature, we have a super-conducting wire. At this critical 
temperature, the outer free valence electrons are almost equidistant from the protons of the 
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�

�
 and Meissner Effect 1933 

neighboring atoms due to an absent gap between the atoms and will be able to move with zero 
resistance across atoms and we will have a 
 

 Superconductivity is inversely proportional to the absolute temperature on the Kelvin scale. 
 

����������������� ∞
1

°�
       

        
From the above discussion, based on Gill's electronic theory of magnetism 1964, we conclude that 
magnetic susceptibility is directly proportional to the applied magnetic field 
proportional to the absolute temperature on the Kelvin scale
 

11. DISCUSSION 

                 
Above is a repeat diagram of Fig. 4 showing the 
field lines, represented as arrows, are excluded from a superconductor when it is below its critical 
temperature. 
 
Gill’s electronic theory of magnetism explains how the magnetic strength in a material can vary with 
temperature when everything else is a constant.
 
Meissner applied the conservation of magnetic flux concept by a superconductor and concluded that 
when the interior field decreases, the exterior field increases and called it the Meissner effect. 
 
The notion of conservation of magnetic 
internal magnetic flux below a critical superconducting temperature as shown in Fig
superconductor with little or no magnetic field within it is said to be in the Meissner state is 
correct concept.  
 

This conservation of magnetic flux without considering the change in the intra
extra-magnetic forces due to change in inter
change and its effect on the magnetic force is a mistake.

� 

� 
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neighboring atoms due to an absent gap between the atoms and will be able to move with zero 
resistance across atoms and we will have a superconductivity state. 

tivity is inversely proportional to the absolute temperature on the Kelvin scale. 

       

From the above discussion, based on Gill's electronic theory of magnetism 1964, we conclude that 
magnetic susceptibility is directly proportional to the applied magnetic field and it is inversely 
proportional to the absolute temperature on the Kelvin scale.  

 
4 showing the Meissner effect due to cooling to < 3.72

field lines, represented as arrows, are excluded from a superconductor when it is below its critical 

Gill’s electronic theory of magnetism explains how the magnetic strength in a material can vary with 
e is a constant. 

Meissner applied the conservation of magnetic flux concept by a superconductor and concluded that 
when the interior field decreases, the exterior field increases and called it the Meissner effect. 

The notion of conservation of magnetic flux to explain the increased magnetic flux by expulsion of 
internal magnetic flux below a critical superconducting temperature as shown in Fig.
superconductor with little or no magnetic field within it is said to be in the Meissner state is 

This conservation of magnetic flux without considering the change in the intra-magnetic and outer or 
magnetic forces due to change in inter-atomic distance of the tin atoms caused by temperature 

agnetic force is a mistake. 

Below Critical 

Temperature 

< 3.72 °

Above Critical 

Temperature   
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Tin cylinder 

Tin cylinder 
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and it is inversely 

72°�. Magnetic 
field lines, represented as arrows, are excluded from a superconductor when it is below its critical 

Gill’s electronic theory of magnetism explains how the magnetic strength in a material can vary with 

Meissner applied the conservation of magnetic flux concept by a superconductor and concluded that 
when the interior field decreases, the exterior field increases and called it the Meissner effect.  

flux to explain the increased magnetic flux by expulsion of 
 4 is wrong. A 

superconductor with little or no magnetic field within it is said to be in the Meissner state is not a 
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It has been explained that the even stronger intra-magnetic binding forces due to cooling as 
calculated by Equation 2 cannot be expelled as a magnetic flux and there is no Meissner effect. The 
increase in external magnetic force outside the tin cylinder is due to cooling of the tin cylinder with 
liquid helium in the Meissner experiment 1933 as calculated by Equation 3 and there is no expulsion 
of magnetic flux from within the tin cylinder to without as a Meissner effect. 
 

Applying Gill’s electronic theory of magnetism, the atoms of the tin cylinder have undergone a 
temporary magnet like change in configuration because of the external applied electromagnetic force. 
Thus, just by lowering the temperature, we have increased internal magnetic forces in a sequential 
manner as explained above which are even more strongly merged with neighboring magnetized 
atoms and cannot be expelled and the tin cylinder undergoes greater magnetization due to reduced 
inter-atomic distance manifested at its magnetic ends. It is this greater magnetization which is seen as 
an increased external magnetic effect or Meissner Effect. 
 
The levitation of the electron dependent negative or north magnetic pole � of a magnet above the 
super-cooled tin cylinder is because of the dense layer of electrons on the surface of the tin cylinder 
cooled to the critical temperature.  
 

11.1 Temperature Dependant Stages of Magnetization 
 
Combining Pierre Curies high temperature experiments with the Walther Meissner and Robert 
Ochsenfeld low temperature experiment 1933 and applying Gill’s electronic theory of magnetism 1964 
we get the following stages of magnetism: 
 

 
 

Fig. 8. �� ∞
�

�
� 
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In Fig. 8, we have the same metal showing differing magnetic behavior at different temperatures with 
the same external applied magnetic force � according to Gill’s electronic theory of magnetism 1964.  
 
Stage 1: This is at and above the Curie temperature and the neighboring atoms due to the increased 
inter-atomic distance are not able to latch onto one another to behave as a magnet.  
 
Stage 2: Between the Curie temperature and the critical temperature for that material, the exposed 
inner electrons of a magnetized atom can latch onto the exposed protons of the next atom. There is 
also an increasing magnetization along with reduction of electrical resistance as the inter-atomic 
distance keeps on decreasing with decreasing temperature.  
 
Stage 3: At the critical temperature for the material, a larger number of inner electrons of one atom 
can latch onto the exposed protons of the next atom, as there is no gap between the atoms due to the 
low temperature. In a super-cooled state, when the atoms of that material have no or minimal gap 
between them, the outer free valence electrons will flow as an electrical current against zero 
resistance once started as an electrical flow. The outer free valence electrons can move across these 
atoms which have no or minimal gap as an indefinite electric current once started due to zero 
resistance and we have the super-conducting state. 
 
According to Gill’s electronic theory of magnetism 1964, the increased magnetic force observed 
outside the tin cylinder is due to the increased magnetization of the tin due to decreased inter-atomic 
distance due to lowering of the temperature. Even though the external applied magnetic field � is the 
same, due to the decreased inter-atomic distance  � , a larger number of inner electrons of a 
magnetized atom of tin latch onto the next magnetized atom sequentially and we have a                        
larger number of exposed inner electrons at the north magnetic pole of the magnetized tin and a 
larger number of exposed protons at the south magnetic pole of the tin piece. Thus, we have an 
increased magnetic force outside the tin piece just by cooling without any change in the applied 
external magnetic field � and without any expulsion of the intra-magnetic force from the magnetized 
tin.  
 
The London equations developed by brothers Frietz and Heinz London in 1935 offered the simplest 
meaningful description of superconducting phenomena by trying to explain the non-existent Meissner 
effect. 
 
It has been explained in this article that a material does not exponentially expel any internal magnetic 
fields or magnetic flux as it has been called as it crosses the superconducting threshold. Rather, a 
decrease in the inter-atomic distance � will prevent any magnetic flux from being expelled to the 
outside. There might be minimal surface activity as explained by Andre Marie Ampere in 1823 [11] but 
no expulsion or squeezing out of magnetic flux or Meissner effect. 
 

12. CONCLUSION 
 
Gill’s electronic theory of magnetism has helped in explaining that the Meissner effect is because of 
increased external magnetic force around the tin cylinder on cooling. This is due to the increased 
magnetization due to the decreased temperature causing the decreased inter-atomic distance in the 
tin cylinder and there is no expulsion or squeezing out of magnetic flux (Meissner effect) in the 1933 
Meissner experiment as previously postulated. 
 
Curie point and its variability because of a change in the external applied magnetic force and/or 
temperature has been explained with Gill’s electronic theory of magnetism along with some dot 
product equations. 
 
Superconductivity and levitation of a magnet have been discussed. The relation between electric 
current and electromagnetic fields around a superconductor has been explained with the help of Gill’s 
electronic theory of magnetism 1964.  
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Gill’s electronic theory of magnetism 1964 explains the interaction between the magnetic forces and 
the electrical forces and does away with the asymmetry issue raised by A. Einstein in 1905 and 
Richard Feinmann in 1943. 
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ABSTRACT
We consider a generalized angle in complex normed vector spaces. Its definition corresponds to
the definition of the Euclidean angle in real inner product spaces. Not surprisingly it yields complex
values as ‘angles’. This ‘angle’ has some simple properties, which are known from the usual angle
in real inner product spaces. To do ordinary Euclidean geometry real angles are necessary. We
show that even in a complex normed space there are many pure real valued ‘angles’. The situation
improves yet in inner product spaces. There we can use the theory of orthogonal systems to find
many pairs of vectors with real angles, and to do geometry which is based on principles which are
already known by the Greeks 2000 years ago.

Keywords: Complex normed space; generalized angle; complex Hilbert space.

We deal with complex vector spaces X provided with a norm ∥·∥. To initiate the following constructions
we begin with the special case of an inner product space (X,< . | . >) over the complex field C. It is
well known that the inner product can be expressed by the norm, namely for x⃗, y⃗ ∈ X we can write

< x⃗ | y⃗ > =
1

4
·
[
∥x⃗+ y⃗∥2 − ∥x⃗− y⃗∥2 + i ·

(
∥x⃗+ i · y⃗∥2 − ∥x⃗− i · y⃗∥2

) ]
,

where the symbol ‘i’ means the imaginary unit.

For two vectors x⃗, y⃗ ̸= 0⃗ it holds < x⃗ | y⃗ > = ∥x⃗∥ · ∥y⃗∥ · < x⃗
∥x⃗∥ | y⃗

∥x⃗∥ >. We use both facts to
generate a continuous product in all complex normed vector spaces (X, ∥ · ∥), which is just the inner
product in the special case of a complex inner product space.

Definition 1. Let x⃗, y⃗ be two arbitrary elements of X. In the case of x⃗ = 0⃗ or y⃗ = 0⃗ we set
< x⃗ | y⃗ > := 0, and if x⃗, y⃗ ̸= 0⃗ (i.e. ∥x⃗∥ · ∥y⃗∥ > 0) we define the complex number

< x⃗ | y⃗ > :=

∥x⃗∥ · ∥y⃗∥ · 1
4
·

[∥∥∥∥ x⃗

∥x⃗∥ +
y⃗

∥y⃗∥

∥∥∥∥2 − ∥∥∥∥ x⃗

∥x⃗∥ − y⃗

∥y⃗∥

∥∥∥∥2 + i ·

(∥∥∥∥ x⃗

∥x⃗∥ + i · y⃗

∥y⃗∥

∥∥∥∥2 − ∥∥∥∥ x⃗

∥x⃗∥ − i · y⃗

∥y⃗∥

∥∥∥∥2
)]

.

2

It is easy to show that the product fulfils the conjugate symmetry (< x⃗|y⃗ > = < y⃗|x⃗ >), where
< y⃗|x⃗ > means the complex conjugate, the positive definiteness (< x⃗|x⃗ > ≥ 0 and also < x⃗|x⃗ > =
0 only for x⃗ = 0⃗), and the homogeneity for pure real numbers, (< r · x⃗ | y⃗ > = r· < x⃗ | y⃗ >), and the
homogeneity for pure imaginary numbers, (< r · i · x⃗ | y⃗ > = r · i · < x⃗ | y⃗ >), for x⃗, y⃗ ∈ X, r ∈ R. We
express the norm of x⃗ by ∥x⃗∥ =

√
< x⃗ | x⃗ >. Further we have the identity < ei·φ · x⃗ | x⃗ > = ei ·φ· <

x⃗ | x⃗ >, but for different x⃗, y⃗ ∈ X generally it holds the inequality < ei·φ · x⃗ | y⃗ > ̸= ei ·φ· < x⃗ | y⃗ >.
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If we switch for a moment to real inner product spaces (X,< . | . >real) we have for all x⃗, y⃗ ̸= 0⃗ the
usual Euclidean angle

∠Euclid(x⃗, y⃗) = arccos

(
< x⃗ | y⃗ >real

∥x⃗∥ · ∥y⃗∥

)
= arccos

(
1

4
·

[ ∥∥∥∥ x⃗

∥x⃗∥ +
y⃗

∥y⃗∥

∥∥∥∥2 −
∥∥∥∥ x⃗

∥x⃗∥ − y⃗

∥y⃗∥

∥∥∥∥2
] )

,

which can be defined in terms of the norm, too.

For two vectors x⃗, y⃗ ̸= 0⃗ from a complex normed vector space (X, ∥ · ∥) we are able to define an
‘angle’ which coincides with the definition of the Euclidean angle in real inner product spaces.

Definition 2. Let x⃗, y⃗ be two elements of X\{0⃗}. We define the complex number

∠(x⃗, y⃗) := arccos

(
< x⃗ | y⃗ >

∥x⃗∥ · ∥y⃗∥

)
.

This number ∠(x⃗, y⃗) ∈ C is called the angle of the pair (x⃗, y⃗). 2

We state that the angle ∠(x⃗, y⃗) is defined for all x⃗, y⃗ ̸= 0⃗. Since we deal with complex vector spaces it
is not surprisingly that we get complex numbers as ‘angles’. For the definition we need the extension
of the cosine and arccosine functions on complex numbers. We use two subsets A and B of the
complex plane C, where

A := {x+ i · y ∈ C | 0 < x < π, y ∈ R} ∪ {0, π}, and

B := C\{r ∈ R | r < −1 or r > +1}.

We have two known homeomorphisms cos : A
∼=−→ B and arccos : B

∼=−→ A. The cosines of the
‘angles’ are out of the ‘complex square’ SQ := {r + i · s ∈ C | − 1 ≤ r, s ≤ +1} ⊂ B. The values of
the ‘angles’ are from its image arccos(SQ), which forms a symmetric hexagon (with concave sides)
in A. Its center is π/2, two vertices are 0 and π. A third is, for instance
arccos(1 + i) = π

2
− 1

2
·
[
arccos

(√
5− 2

)
+ i · log

(√
5 + 2 + 2 ·

√√
5 + 2

)]
≈ 0.90− i · 1.06 .

This ‘angle’ ∠ has eight comfortable properties (An 1) - (An 8) which are known from the Euclidean
angle in real inner product spaces.

Theorem 1. In a complex normed space (X, ∥ · ∥) the angle ∠ has the following properties:

• (An 1) ∠ is a continuous map from
(
X\{⃗0}

)2
onto a subset of arccos(SQ) ⊂ A.

For elements x⃗, y⃗ ̸= 0⃗ it holds that

• (An 2) ∠(x⃗, x⃗) = 0,

• (An 3) ∠(−x⃗, x⃗) = π,

• (An 4) ∠(x⃗, y⃗) = ∠(y⃗, x⃗),
• (An 5) for real numbers r, s > 0 we have ∠(r · x⃗, s · y⃗) = ∠(x⃗, y⃗),
• (An 6) ∠(−x⃗,−y⃗) = ∠(x⃗, y⃗),
• (An 7) ∠(x⃗, y⃗) + ∠(−x⃗, y⃗) = π.

• (An 8) For any two linear independent vectors x⃗, y⃗ of (X, ∥ · ∥) there is a continuous
injective map Θ : R −→ A, t 7→ ∠(x⃗, y⃗ + t · x⃗). The limits are

limt→−∞ Θ(t) = π and limt→∞ Θ(t) = 0.
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In the following table we note some angles and their cosines. We choose two elements x⃗, y⃗ ̸= 0⃗ of
a complex normed space (X, ∥ · ∥), and six suitable real numbers a, b, r, s, v, w, with −π

2
≤ a, v ≤ π

2

and −1 ≤ r, s ≤ 1, such that
∠(x⃗, y⃗) = π

2
+ a+ i · b ∈ A,

cos(∠(x⃗, y⃗)) = cos
(
π
2
+ a+ i · b

)
= r + i · s ∈ B, and

∠(i · x⃗, y⃗) = π
2
+ v + i · w ∈ A.

Note that the cosines of all angles in the table (third column) have the same modulus
√
r2 + s2.

pair of vectors their angle ∠ the cosine of ∠ the angle for x⃗ = y⃗ its cosine for x⃗ = y⃗

(x⃗, y⃗) π
2
+ a+ i · b r + i · s 0 1

(−x⃗, y⃗) π
2
− a− i · b −r − i · s π −1

(y⃗, x⃗) π
2
+ a− i · b r − i · s 0 1

(−y⃗, x⃗) π
2
− a+ i · b −r + i · s π −1

(i · x⃗, y⃗) π
2
+ v + i · w −s+ i · r π

2
− i · log

[√
2 + 1

]
i

(y⃗, i · x⃗) π
2
+ v − i · w −s− i · r π

2
+ i · log

[√
2 + 1

]
−i

(x⃗, i · y⃗) π
2
− v − i · w s− i · r π

2
+ i · log

[√
2 + 1

]
−i

(i · y⃗, x⃗) π
2
− v + i · w s+ i · r π

2
− i · log

[√
2 + 1

]
i

With given two non-zero vectors x⃗, y⃗ ∈ X we consider as before the angle ∠(x⃗, y⃗) = π
2
+ a + i · b

with suitable real numbers a, b. Now we express the complex number ∠(i · x⃗, y⃗) in dependence of a
and b. For the presentation the real valued cosine and hyperbolic cosine are used, and their inverses
arccosine and area hyperbolic cosine. We need the signum function and the natural logarithm. We
use abbreviations like cos, cosh, arccos, arcsin, arcosh, sinh, log and sgn.

The result is as follows:

Theorem 2. In a complex normed space (X, ∥ · ∥) we take two elements x⃗, y⃗ ̸= 0⃗. We assume the
angle ∠(x⃗, y⃗) = π

2
+ a+ i · b ∈ A , i.e. − π

2
≤ a ≤ π

2
. (If a = −π

2
or a = π

2
since ∠(x⃗, y⃗) ∈ A it

follows b = 0.) We get

∠(i · x⃗, y⃗) =
π

2
+

1

2
· [−sgn(b) · arccos(H−) + i · sgn(a) · arcosh(H+)] ,

with the abbreviations H− and H+, where

H± :=

√[
cos2

(π
2
+ a
)
+ cosh2(b)− 2

]2
+ 4 · cos2

(π
2
+ a
)
· cosh2(b)

±
[
cos2

(π
2
+ a
)
+ cosh2(b)− 1

]
.

It is worthwhile to look at special cases. We consider a real angle ∠(x⃗, y⃗) = π
2
+ a (i.e. b = 0), and

an angle on the vertical axis x = π
2

, this means ∠(x⃗, y⃗) = π
2
+ i · b (i.e. a = 0).

Corollary 1. For a pure real angle ∠(x⃗, y⃗) = π
2
+ a with −π

2
≤ a ≤ π

2
, i.e. b = 0, we get a complex

angle ∠(i · x⃗, y⃗) with a real part π/2,

∠(i · x⃗, y⃗) =
π

2
+ i · 1

2
· sgn(a) · arcosh

[
2 · cos2

(π
2
+ a
)
+ 1
]

=
π

2
+ i · sgn(a) · log

[ √
cos2

(π
2
+ a
)
+ 1 +

∣∣∣cos(π
2
+ a
)∣∣∣ ] .
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Corollary 2. For an angle ∠(x⃗, y⃗) = π
2
+ i · b (i.e. a = 0) we get a pure real angle ∠(i · x⃗, y⃗),

∠(i · x⃗, y⃗) =
π

2
− 1

2
· sgn(b) · arccos[3− 2 · cosh2(b)]

=
π

2
− 1

2
· sgn(b) · arccos[2− cosh(2 · b)] =

π

2
− arcsin[sinh(b)] = arccos[sinh(b)] .

Now we consider pairs (x⃗, y⃗) with a real valued angle ∠(x⃗, y⃗). For a complex normed vector space
(X, ∥ · ∥) we define the set of pairs

R •
X := {(x⃗, y⃗) | x⃗, y⃗ ∈ X, x⃗, y⃗ ̸= 0⃗, and ∠(x⃗, y⃗) ∈ R}.

Let us take two vectors x⃗, y⃗ ̸= 0⃗. We can prove that there is a real number φ ∈ [0, 2π] such that
(ei·φ · x⃗ , y⃗) ∈ R •

X , i.e. the pair has a pure real angle ∠(ei·φ · x⃗ , y⃗).

This fact ensures the existance of many real valued angles even in complex normed spaces. The
situation improves further in the special case of complex vector spaces provided with an inner product
< . | . >.

The properties of complex inner product spaces (X,< . | . >) have been studied extensively, and
such spaces have many applications in technology and physics.

To do ordinary Euclidean geometry we need real valued angles. The idea is simple. We take
an orthogonal basis T of (X,< . | . >), and we generate L(R)(T), the set of all finite real linear
combinations of elements of T. Let

L(R)(T) :=

{
k∑

i=1

ri · x⃗i | k ∈ N, r1, r2, . . . , rk ∈ R, x⃗1, x⃗2, . . . , x⃗k ∈ T

}
.

If X is a Hilbert space, i.e. it is complete, we even can use Cauchy sequences (only with real
coefficients) from elements of T. It means that we can take the closure L(R)(T) of L(R)(T) in X.
This generates a real linear subspace L(R)(T) of X, where all angles are real.

After that we can consider complex inner product spaces X of finite complex dimension n ∈ N. Their
real dimension is 2 ·n, and we state that the maximum dimension of a real subspace of X with all-real
angles is n. The real span L(R)(T) of an orthogonal basis T ⊂ X yields an example.

Finally we can demonstrate that real angles are useful to do classical Euclidean geometry. We still
use complex inner product spaces (X,< · |· >), and we have three well known theorems of the usual
geometry. Let x⃗, y⃗ ̸= 0⃗ be elements of X. We obtain the following three identities

• ∠(x⃗, y⃗) = ∠(x⃗, x⃗+ y⃗) + ∠(x⃗+ y⃗, y⃗), (Addition of angles),

• ∠(x⃗, y⃗) + ∠(−x⃗, y⃗ − x⃗) + ∠(−y⃗, x⃗− y⃗) = π, (The sum of inner angles of a triangle is π),

• ∥x⃗− y⃗∥2 = ∥x⃗∥2 + ∥y⃗∥2 − 2 · ∥x⃗∥ · ∥y⃗∥ · cos(∠(x⃗, y⃗)), (The ‘Law of Cosines’ ),

if and only if the angle ∠(x⃗, y⃗), and therefore all angles in the above terms are pure real.
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ABSTRACT 
 

Energy literacy is one of the keys to addressing the energy problems in the world today, along with 
efforts to develop green energy technologies. We need to know how energy-literate the citizens are. 
Measuring literacy energy among prospective physics teachers is essential because they are the next 
generation of educators responsible for this problem. Nevertheless, there is no assessment 
instrument to measure how literate they are. This study aims to develop a framework for the 
assessment of the prospective physics’ teacher. Sample of items developed based on the framework 
also included in this article. 
 
Keywords: Energy; energy literacy; prospective teachers; assessment framework; physics education. 
 

1. INTRODUCTION 
 
Energy literacy is a growing topic in science education research over the last few decades. The 
majority of research has concentrated on either determining attitudes toward energy conservation and 
education or attempting to change attitudes toward energy conservation and education through 
courses and workshops  [1]. Researchers then broadened the domain of energy literacy. DeWaters, 
Powers, and Graham [2] developed an energy literacy scale for a written Energy Literacy 
Questionnaire survey. The scale measures energy literacy for secondary students in three domains: 
cognitive, affective, and behavioral outcomes. Many researchers used this scale in different countries 
[3–7]. 
 
Other researchers [8] developed a framework for energy literacy in four domains by adopting and 
extending the framework developed by DeWaters and Powers [3]: energy concepts, energy 
reasoning, low carbon lifestyle, and civic responsibility for a sustainable society. These frameworks, 
like the former, were designed to be used adequately for assessing energy literacy among middle and 
high school students. 
 
A pre-service teacher is an essential intervention for the next generation of citizens confronted with 
sustainability challenges [9]. As a result, addressing energy literacy as part of future teacher 
preparation is critical. Teacher preparation education has the potential to change human behavior and 
increase energy literacy [10]. Pre-service teacher education is a good program for effecting this 
change [9]. 
 
The National Science Teachers Association established Science Teacher Preparation Standards [11]. 
One of the standards stated that science teachers should understand that educated people must be 
prepared to make decisions and take action on current science-and-technology-related topics of 
societal concern of general societal interest. For this reason, we believe that an assessment 
framework to assess physics pre-service teachers’ energy literacy is required. The existing 
frameworks are not adequate because of their intended purpose for middle and high school students. 
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2. METHOD 
 
We developed the assessment framework in the following steps. Firstly, we established the concept of 
energy literacy and the characteristics of those who possess it. We used concepts of literacy, several 
national frameworks for energy education, and relevant studies to create a working concept of energy 
literacy that can be used to construct an assessment. Secondly, we developed a framework model by 
matching the criteria with a model of the taxonomy of educational objectives we selected. In selecting 
the taxonomy of educational objectives, we applied the following procedures. (1) We considered 
cognitive processes and knowledge domains that former researchers [8,12,13] identified as relevant 
for energy literacy. (2) We searched among taxonomies of educational objectives [14–20] and chose 
one that appropriates to be applied for energy literacy assessment.   

 

2.1 Energy Education and Energy Literacy 
 
The role of energy education in instilling knowledge, making connections with the environment and 
society, cultivating responsibility, and shaping behavior regarding energy issues has gotten a lot of 
attention [5]. There is no agreement among researchers or curriculum developers about energy 
education definition. One definition of energy education is a vehicle to help students respond to 
present and future energy-related concerns, including the political, social, economic, and 
environmental dimensions [1].  The broad objectives of energy education for students are as follows 
[21,22]. 
 

a) They are becoming acquainted with various forms of energy and their interconversion.  
b) They are learning about the role of energy in their daily lives.  
c) They are becoming aware that energy is not infinitely available—through this, the methods of 

conserving energy, augmenting it.  
d) They are developing awareness about the nature, cause of energy crises, and methods of 

overcoming them. 
e) They are aware of various types of non-renewable and renewable sources of energy, their 

resource potential, existing technologies to harness them, the economics and energetics of 
these technologies, and their socio-cultural and environmental aspects. 

f) Making the students appreciate the consequences of various energy-related policy measures. 
g) Making the students appreciative of the energy-environment nexus and enable them to evolve 

holistic solutions to ensure sustainability 
 
The goal of energy education is to develop energy-literate citizens. Energy literacy is an 
understanding of the nature and role of energy in the universe and our lives. Energy literacy can also 
apply this understanding to answer questions and solve problems [23]. By reviewing literature [12], 
[23], we defined an energy-literate person as one who: 
 

a) can trace energy flows and think in terms of energy systems;  
b) knows how energy is used in everyday life; 
c) can assess the credibility of information about energy; 
d) can communicate about energy and energy use in meaningful ways;  
e) can make informed energy and energy use decisions and take action based on an 

understanding of impacts and consequences;  
f) understands the impacts that energy production and consumption have on all spheres of 

environment and society;  
g) is aware of the need for energy conservation and the need to develop renewable energy 

resources; and 
h) continues to learn about energy throughout his or her life. 

 

2.2 Choosing an Appropriate Taxonomy for Assessment Framework  
 
We did not use those aforementioned energy-literacy-related assessment frameworks [8, 12] because 
for three reasons. Firstly, they did not represent a model or a theory of human thought instead of a 
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taxonomy [24]. Secondly, they did not give clear information about at what level of thinking the item of 
assessment would be addressed. Thirdly, they did not clear about how knowledge type and context 
are integrated into assessment items.  
 
We examined among the taxonomies [14–20] that could be categorized as a framework, because of 
their broad use in the world.  The criteria we used to select the taxonomy that appropriate for our 
purpose were: 
 

(1) addresses cognitive, as well as affective, behavioral, and knowledge domain in one integrated 
model;   

(2) makes a clear distinction between the thinking processes and the knowledge; and 
(3) be able to predict phenomena of energy behavior.    

 
Employing the above criteria, we found that only Marzano’s taxonomy [20], named The New 
Taxonomy that fulfilled both criteria (1) and (2). The New Taxonomy also gave us a model of behavior 
that satisfied our criteria (3) and was in line with our definition of energy literacy.  
 
Briefly, The New Taxonomy is a two-dimensional framework having three systems of thinking as one 
dimension and three types of knowledge as the other dimension. The three systems of thinking are 
ordered in the following six levels: 
 

 Level 6: Self-system 
 Level 5: Metacognitive system 
 Level 4: Knowledge utilization (cognitive system) 
 Level 3: Analysis (cognitive system) 
 Level 2: Comprehension (cognitive system) 
 Level 1: Retrieval (cognitive system) 

 
For the purpose of our work, we did not include all three types of knowledge in The New Taxonomy, 
which are information, mental procedures, and psychomotor procedures. We substituted them with 
system knowledge, action-related knowledge, effectiveness knowledge [25], and pedagogical content 
knowledge (PCK) [26]. The first three are forms of declarative knowledge, which is akin to information 
knowledge in The New Taxonomy. We included PCK in this framework because PCK is a unique type 
of knowledge to teachers, as this framework is intended. The elaboration of these systems of thinking 
and types of knowledge are presented in the following section.  
 

3. ORGANIZING THE DOMAINS  
 
The way the domain of energy literacy is organized determines the assessment design, including the 
test items. As we presented in the previous section, we decided to use The New Taxonomy as a basis 
of the framework we will develop. The framework comprises five interrelated components: self-
system, metacognitive system, cognitive system, knowledge, and contexts. Fig. 1 presents these 
components. 

 

3.1 Knowledge Domain 
 
Knowledge is needed to solve a particular task. A review of the knowledge domain from existing 
frameworks for environmental literacy provided the basis for this framework. We adopted the forms of 
environmental knowledge proposed by Frick et al. [25]. The first form of knowledge is system 
knowledge. System knowledge is defined as “knowing what.” This knowledge usually relates to the 
question of how energy systems operate or knowledge about energy issues.  A typical example is 
knowledge of the relationship between carbon dioxide (CO2) and global climate change.  
 
The second form of knowledge is action-related knowledge, defined as ‘‘knowing how’’ or knowledge 
of behavioral options and possible courses of action. Unlike factual knowledge, action-related 
knowledge is more likely to affect behavior. For example, even if people are aware that CO2 leads to 
global warming, they may not be aware of their actions to reduce their CO2 emissions. The third form 
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of knowledge is effectiveness knowledge, which addresses the relative gain or benefit (i.e., the 
relative conservational effectiveness) associated with a particular behavior. With this form of 
knowledge, the focus on action-related knowledge has been extended from mere knowing-how-to 
conserve to knowing-how-to get the most significant environmental benefit. For example, buying an 
energy-efficient light bulb is a better way to reduce energy consumption than an incandescent light 
bulb. 
 

 
 

Fig. 1. A framework for assessing energy literacy of pre-service physics teachers (adapted 
from [20]). Some components from the original framework are excluded due to the purpose of 

our framework 
 

3.2 Contexts for the Assessment Item 
 
Individuals confront their everyday life situations in which they must use knowledge. Context refers to 
these situations in which knowledge about energy issues must be applied, ranging from personal to 
global, combined with environmental, economic, and ethical aspects. The combinations are shown in 
Table 1. Energy literacy assessment does not assess contexts; instead, it assesses 
competencies and knowledge in a particular context. 
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Table 1. Contexts for the assessment of energy literacy of preservice physics teachers 
 

 Personal  Local/National  Global  

Environment  Environmental impact of 
energy use 

Renewable energy 
technologies  

Climate change 

Economics Energy efficiency Energy policy Energy resources and 
global development 

Ethics  Green lifestyle, energy 
conservation 

Energy exploration and 
production 

Global consumption of 
energy 

 

3.3 Thinking System and Competencies  
 
Competencies are defined as clusters of skills and abilities that may be called upon and expressed in 
real-world and assessment settings for a specific purpose [27]. Table 2 describes the competencies of 
energy literate person relate to the six levels of thinking system in The New Taxonomy. 
 

Table 2. The six levels of thinking and competencies relate to each level 
 

System of thinking Competencies 

Level 1: Retrieval Recognizing nonrenewable and renewable energy resources. 
Level 2: Comprehension Explaining that energy dissipation occurs in every energy transfer.  

Counting energy consumption of electrical equipment. 
Level 3: Analysis  Identifying logic error of information provided about energy. 

Analyzing the environmental impact of fossil fuel usage. 
Level 4: Knowledge 

utilization 
Using information to decide on energy use and purchase. 
Using information to solve the problem about energy.  
Proposing personal action to conserve energy. 

Level 5. Metacognition  Specifying goals of conserving energy. 
Specifying the learning objective of the energy concept.  

Level 6. Self-system Examining the importance of energy conservation. 
Identifying beliefs about one ability to conserve energy. 
Identifying own emotional response related to energy use. 
Identifying the overall level of motivation to take action in energy 
conservation. 

 

4. SAMPLE ITEMS 
 
In this section, examples of the item of energy literacy assessment for pre-service physics teachers 
are presented.  
 
Question 1: Air Conditioner (AC) 
 
I feel annoyed to find AC in the classroom is on whereas no people there.  
 

A. Always    B. Often  C. Sometimes    C. Never 
 
The categorization for sample Question 1 is presented in Table 3. 
 

Table 3. Framework categorization for sample Question 1 
 

Categories Framework  

Knowledge type Action-related knowledge. 
Competency  Identifying own emotional response related to energy use. 
Context  Personal, economics. 
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Question 2: Air Conditioner (AC) 
 
The human body uses energy at the rate of approximately 100 W when at rest. From chemical energy 
in our body’s stores, this energy is ultimately converted entirely to thermal energy, which is then 
transferred as heat to the environment. Estimate what BTU/hour of AC you need for a lecture room if 
its capacity is about a hundred people to take account of transferred thermal energy. 
 
The categorization for sample Question 2 is presented in Table 4.      
 

Table 4. Framework categorization for sample Question 2 
 

Categories Framework  

Knowledge type System knowledge. 
Competency  Using information to decide on energy use and purchase. 
Context  Personal, economics.  

 
Question 3: Air Conditioner (AC) 
 
One day, you are asked by your father, who is with no science background, to accompanying him to 
buy an AC that will be used in the small guest room of your home. He tells you that he wants to buy it 
cash and he has IDR 3.000.000 for its budget. At the electronic store, you find many kinds of AC with 
a similar specification but differ in power consumption and price, as shown in the table below. 
 

Brand Power (watts) Price (IDR) 

A 795 2.900.000 
B 840 2.700.000 
C 900 2.600.000 
D 925 2.500.000 

 
Based on the table above, and only consider both its power consumption and price, which brand of 
AC will you recommend your father to buy?  Give your reason. 
 
The categorization for sample Question 3 above is presented in Table 5. 
 

Table 5. Framework categorization for sample Question 3 
 

Categories Framework  

Knowledge type Effectiveness knowledge 
Competency  Using information to decide on energy use and purchase. 
Context  Personal, Economics  

 

5. SUMMARY 
 
The purpose of this paper is to develop an assessment framework to measure prospective physics 
teachers’ energy literacy. Due to an energy literate person who has energy knowledge and can use 
his/her knowledge, we chose The New Taxonomy of Educational Objectives [20], which satisfied our 
criteria, as a basis for the framework. The framework comprises knowledge domain, context, and 
three systems of thinking. For the knowledge domain, we substituted the original in The New 
Taxonomy with system knowledge, action-related knowledge, and effectiveness knowledge, which is 
akin to declarative knowledge. Assessment items are constructed in the personal, local/national, and 
global context related to the environment, economics, and ethical aspects. Competencies are 
assessed with relation to the six levels of the thinking system (i.e., self-system, metacognition, 
knowledge utilization, analysis, comprehension, and retrieval). Sample items show that the framework 
developed applicable for assessment items to measure the energy literacy of prospective physics 
teachers.   
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ABSTRACT 
 

This paper presents a new approach to using artificial neural networks (ANNs) in improving the 
protection of transmission lines. The proposed method uses instantaneous values of voltages and 
currents during normal and fault conditions on a transmission line as inputs to four different neural 
network structures. The structures are then aptly combined to yield a system that can detect and 
classify shunt faults with improved efficiency. The details of the design procedure as well as various 
simulations carried out are provided in the paper. The performance of the developed system is 
evaluated using two performance indices, viz., accuracy and mean square error (MSE), and the 
results show that this approach is capable of detecting and classifying all possible shunt faults on the 
33-kV Nigeria power lines in less than 1ms with high level of accuracy. The performance of the 
system, when tested under various shunt fault types with varying resistances and distances, shows 
that the system can be used to improve distance line protection in 33-kV Nigeria power line. 
  
Keywords: Artificial neural network; fault detection; fault classification; transmission line; distance 

protection. 
 

1. INTRODUCTION 
 

Electric power systems generally have maintained a sustained rate of development due to increased 
usage of electrical energy and this has partly given rise to erection and installation of more power 
lines – both in number and length [1]. Amongst all the possible solutions, Electrical Energy Storage 
(EES) has been recognized as one of the most promising approaches [2-4]. The steady and reliable 
supply of this electrical energy from the power plants to the end users is paramount to utility 
operators. In conveying the power generated via the power lines (networks of interconnected 
electrical conductors that convey electrical power from different generating plants to the grid and from 
the grid to different substations in a varying degree of voltages in order to meet the extremely large 
number of load demands), the network sometimes encounters faults. These Faults are unavoidable 
sudden disturbances that can cause an abnormally high amount of current to flow on the power lines, 
and if left for a while, it may cause severe damage to the entire power system network [5]. Overhead 
power line (OHPL) faults may be broadly classified into series faults and shunt faults. These faults 
may be triggered by lightning strokes, dropping of jumper cable, sudden removal of a load from a line, 
wind storms, trees growing up to or falling across power lines, vehicles running into the towers or 
poles, birds short circuiting the conductor lines, vandalism, etc. These systems do not perform well 
with branched transmission lines because of line reflections at the branching points, and neither with 
parallel lines because of the mutual coupling of adjacent circuits [6]. Furthermore, the overview of 
faults classification on power lines is depicted in Fig. 1. 
 

1.1 Series or Open Circuit Faults 
 

A fault is said to be an open circuit or series fault if there is an unbalanced series impedance condition 
in the lines due to one or two broken lines. Practically speaking, open circuit faults occur when one or 
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two lines that are controlled by breakers open as against the three lines opening simultaneously. Also, 
whenever one or two electric power lines are broken or whenever one or two jumper cables of power 
lines are opened, the series fault is said to have occurred.  
 

1.2 Shunt or Short Circuit Faults 
 
Shunt faults occur as a result of insulation breakdown between the lines, and/or between the lines and 
the earth. Sequel to this, the three lines short circuit fault is the insulation breakdown between all the 
three lines. The line-to-line faults are a short circuit or insulation breakdown between either of the two 
phases. This may be caused by ionization of air around the line conductors or when lines come into 
physical contact with each other. The single line-to-ground fault is a shunt circuit or insulation 
breakdown between one of the phases and ground which often results from physical contact. The 
double line-to-ground fault is an insulation breakdown between any of the two phases and the earth 
i.e. a situation where any two of the lines come into contact with each other and the ground. Shunt 
faults are further classified as symmetrical or asymmetrical faults. Fig. 2 illustrates single line diagram 
of different types of shunt faults.  
 

 
 

Fig. 1. Categories and subcategories of shunt faults 
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The probable occurrence of faults on transmission lines has necessitated the use of a detection and 
classification system that can aid speedy restoration of power supply on an event of power outage, 
thereby bringing about optimal utilization of electric power generated and consequent reduction in 
economic loss. In Nigeria, power outages along the 33-kV power lines (the main link between the 11-
kV distribution lines and the 132-kV sub-transmission lines) are very high and it can stay for days or 
even months before such can be noticed and power restored by the distribution company of Nigeria 
(DISCO) [7]. This is because the 33-kV Nigerian power network is characterized with long lines which 
often pass through bushes far off from sight, and there is no system to detect the occurrence of faults 
on it. To this end, an intelligent system that is capable of detecting and classifying faults is needed, 
hence the artificial neural network (ANN). 
 

2. ARTIFICIAL NEURAL NETWORK 
 
Artificial Neural Network (ANN) is inspired by the way biological neural systems work. They are 
parallel computational systems and are made of several processing elements connected together in a 
particular way, to perform a particular task. ANNs are massively paralleled and have the ability to 
learn from training data and generalize to new situations. This makes them efficient and robust for 
real-world applications, hence, they are configured to perform tasks analogous to biological brains. 
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The structure of a biological neuron is as shown in Fig. 3 and Table 1 depicts an analogy between the 
biological neuron and the artificial neuron. 
 

 
 

Fig. 3. Typical biological neuron 
 

Table 1. Analogy between biological and artificial neural network 
 

S/N Biological neural network Artificial neural network 

1 Soma Neuron 
2 Dendrite Input 
3 Axon Output 
4 Synapse Weight 

 
Over the years, the popularity of ANNs vis-a-vis other methods for fault diagnosis in overhead 
electrical power lines has steadily increased. The following unique characteristics gave ANN an edge 
in the artificial intelligent world: 
 
i. Information processing can be carried out in a parallel distributed manner because it is made of 

massive interconnection of elementary processing units 
ii. ANN can be used to solve problems that are inherently nonlinear 
iii. ANN approach requires no prior knowledge functions relating the problem variables. 
iv. ANN is more tolerant to noise. 
v. ANN has the ability to handle situations of incomplete information and corrupt data. 
 
Besides all these, the typical characteristic of ANNs to capture and retain dynamic changes in the 
power systems and be retrained online makes any ANN-based relaying protection system 
insusceptible to system parameter variations [8,9]. Hence, ANN learns to produce an output based on 
a given input data. The training of the network is accomplished by sequentially applying input vectors 
while adjusting network weights accordingly. The network weight converges gradually as the training 
(adjustment of different weights) progresses to values that will enable each input vector to produce 
the target. Fig. 4 illustrates the model of a neuron.  
 
Fig. 4 consists of an input layer, P1 - Pn representing the input data to the model, a processing neuron 
and an output layer, 𝛾 representing the response of the model. The input is connected to the neuron 
via the adaptable weights, W1 - Wn and bias, b. This neuron model can be illustrated by a function that 
calculates its output as a function of the inputs to it. Thus, the output of the neuron is given as:  
  

Z  =  ∑ WiPi + b   
 
Afterward, a nonlinear transfer function, f is applied to the weighted sum and this produces the 
artificial neuron's output, 𝛾 as:  
 

γ  =  𝑓(Z)  
 



 
 
 

Newest Updates in Physical Science Research Vol. 9 
Recent Development of Intelligent Shunt Fault Classifier for Nigeria 33-kV Power Lines 

 
 

 
93 

 

The transfer function is one of the major key factors that determine the capability of an artificial neural 
network to approximate functions. The appropriate transfer function is chosen based on the 
application’s requirements. The commonly used types of activation functions are; linear activation 
function, sigmoid activation function, and radial activation function. The sigmoid transfer function was 
chosen for this work since the work is a nonlinear problem. 
 

 
 

Fig. 4. The model of a neuron 
 

2.1 Artificial Neural Network Topology  
 
Artificial neural network (ANN) topology is simply patterns of connections between the neurons and 
the transmission of data. It is of two types (1) Recurrent network topology (2) Feed-forward network 
topology. 
 
Recurrent Networks Topology: Here, neurons are interconnected in such a way that data can flow 
back from one into another. This means that there are feedback connections.  
 
Feed-Forward Network Topology: In the feed-forward network topology, flow of data from input to 
output is purely in a forward direction (i.e. unidirectional flow of information). Hence, there is no room 
for feedback connection between the input and the output. In this study, feed-forward neural network 
topology (Multi-layer Perceptron being one of the most commonly used feed-forward network 
topologies) was used due to its simplicity of connection with a well-known learning algorithm. 
 

2.2 Multi-Layer Perceptron 
 
Perceptron is dated back to the McCulloch-Pitts model in the 1940’s and it is the simplest and easiest 
kind of a single layer network of artificial neural network. Rosenblatt worked on this model and in 1961 
created many versions of it. Perceptron is the network whose weights and biases could be adjusted 
accordingly to learn to produce the correct target or output corresponding to the input vector. This 
network became accepted because of its capability to generalize. In the perceptron model, each outer 
input is weighted with an appropriate weight, and the sum of the weighted inputs is sent to the linear 
transfer function, which also has an input of unity as the bias. The linear transfer function is used to 
return output as a 0 or 1. The perceptron neuron produces the output 1 if the net input into the transfer 
function is equal to or greater than 0; otherwise, it produces 0. The principal weakness of the 
perceptron being a single layer network is that it can only solve problems that are linearly separable. 
But in reality, the real world problems are nonlinear in nature. This limitation was overcome by the 
development of multi-layer perceptron. The connection of one input layer of McCulloch-Pitts neurons 
feeding forward to one output layer of McCulloch-Pitts neurons is referred to as Multi-Layer 
Perceptron (MPL). The MLP consists of at least three layers of neurons fully interconnected together. 

Output layer 
Processing neuron 

Input layer 
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A typical example of MLP is the three layer network of Fig. 5, which contains the input layer, hidden 
layer, and output layer.   
 

 
 

Fig. 5. Structure of a simple MLP 
 
MLP uses learning algorithm during its training process. Hence, the three (3) most widely used MLP 
algorithms by researchers for fault detection, classification, and location in electric power lines are: 
scaled conjugate gradient, gradient descent, and the Levenberg-Marquardt algorithm. The basic MLP 
algorithm follows these procedures: 
 

1. Set all the weights to random numbers between −1 and +1 to initialize the network. 
2. Present the first training pattern, and get the output. 
3. Compare the output of the network with the target. 
4. Compute the error by taking the average difference between the target and the output vector 

and transmit it back to the hidden and input layer if need be. 
5. Repeat step 2 and step 3 for each pattern in the training set to complete one epoch (iteration) 

and for a designated number of epochs, until the error drops down to a specified limit. 
 

2.3 The Learning Approach 
 
The successful application of a neural network in any field is dependent on the weights to achieve the 
target. This process of weight determination is known as learning or training. Training is one of the 
two important steps towards building an intelligent fault locator using the artificial neural network and it 
is the process whereby the neural network learns to map the input into the output based on a given 
input data. Hence, a set of data referred to as the training data set is needed, to train the neural 
network. The training of the network is accomplished by sequentially applying input vectors while 
adjusting network weights accordingly. The network weight converges gradually as the training 
(adjustment of different weights) progresses to values that will enable each input vector to produce 
the target. In this way, the neural network learns what the output should be when a particular set of 
input is fed into it. The ANN gradually learns the training set and bit by bit develop an ability to 
generalize upon this data. Having generalized, the ANN will in due course be able to produce an 
output when a new data set is provided to it. As the training progresses, the ANN minimizes the 
performance function which in this case is the Mean Square Error. This is so because it is a 
feedforward network and usually feedforward networks make use of Mean Square Error for its 
performance characteristic evaluation. For fault detection and classification on power lines, the input 
data are the three phase voltages and currents which are scaled with respect to their corresponding 
post and pre-fault values. The outputs of each of the training depend upon what the neural network 
was trained for.  
 
In this work, the output may either be the fault condition (i.e. Fault or no fault), or the type of fault (i.e. 
R-G, Y-G, etc) on the power line. The data set for training is obtained by each fault case at a varying 
resistance of (0.25, 0.5, 0.75, 5, 10, 20, 30 and 50) Ohms respectively and at different locations (at an 
interval of 2 km) along the 140 km transmission line under consideration. Thus, 560 different fault 
cases for each of the ten (10) kinds of faults were obtained by simulation. In training the ANN to 
perform different tasks, sequential feeding of the input-output pair was adopted with the supervised 
learning. In supervised learning (learning where the input data set and the target values are both 

Hidden Layer  
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known before the training of the ANN), the network weights are modified iteratively with the aim of 
minimizing the error between a given set of input data and their corresponding target values. Fig. 6 
shows the supervised learning approach for a feedforward neural network.  
 

 
Fig. 6: The supervised learning approach for a feedforward NN 

 
Moreover, the set of input-target data pair that will be used to train the neural network is obtained 
using the modeled 33-kV Nigeria power lines in Simulink/Matlab 2015a. 
 

2.4 The Testing Process 
 
Testing of the ANN is of key importance to ensure that the trained network can generalize well 
enough to produce the desired target when new set of data outside the one used in training the model 
is presented to it. The Neural Network toolbox in Simulink/Matlab partitions the acquired set of data 
provided to it, into training data set, validation data set, and the testing data set in 70:15:15 percent 
ratio respectively. The training data set as earlier mentioned is used to train the network.  The 
validation data set is provided to the network input only during the training process. The error in 
validation data set is monitored throughout the training process and this error increases whenever the 
network starts overfitting the data. Moreover, if the number of validation fails increase beyond a 
particular set value, the training process stops and the network returns to the minimum number of 
validation errors. Furthermore, the test data set is used by the system to test the performance of the 
trained network. If the minimum value of MSE is reached by the test data set at an appreciably 
different iteration than the validation data set, perhaps, the neural network may likely not be able to 
perform satisfactorily. Finally, there are several methods that are used to test the performance of a 
trained neural network but the four most commonly used methods for fault detection, classification 
and location include: 
 

a. the plot of the best linear regression fit 
b. the plot of the confusion matrix  
c. the plot of the Receiver Operating Characteristics (ROC) 
d. to present the ANN with a new set of data outside the one used for training 

 

2.4.1 The linear regression Plot 
 

The linear regression plot is the plot of the actual neural network’s outputs and the desired targets. 
The analysis of the slope of this line gives an idea of the training process. The output of a linear 
regression is between 0 and 1. Ideally, the slope of the plot should be one (1). However, how well the 
ANN outputs track the targets is determined using the correlation coefficient (r). The closer the 
correlation coefficient (r) is to 1, the better the performance of the ANN. Fig. 7 depicts an ideal linear 
regression plot. 
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Fig. 7. The linear regression plot 
 
2.4.2 The confusion matrix 

 
Another method employed to test the performance of the artificial neural network is to plot the 
confusion matrix. The confusion matrix is a plot of the three phases of training, testing and validation. 
Thus, it shows the percentages of the correct and incorrect classifications of any given target. A 
percentage of 100 means there has been no confusion in the detection, and classification. A low 
positive classification rate indicates that the neural network might probably not perform well. Fig. 8 
illustrates the confusion matrix. The green square boxes show the correct classifications while the 
pink boxes show the incorrect classifications. 
 

 
 

Fig. 8. The confusion matrix plot 
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2.4.3 The receiver operating characteristics 
 
The Receivers Operating Characteristics plot shows the relationship between the false positive and 
the true positive rates as the threshold of the outputs varies from 0 to 1 for classification purposes. 
The past left and up the line is, the higher the true positive and the fewer the false positive. Fig. 9 
illustrates this plot. 
 

 
 

Fig. 9. The receivers operating characteristics 
 

2.4.4 Testing the ANN with a new data set 
 
Finally, the more practical and last means of testing the neural network model developed is to present 
it with a new set of known inputs and targets outside the ones used in the training of the system. 
Then, with known inputs and targets, the percentage error in the output of the neural networks can be 
calculated. The developed ANN system passes the test if the average percentage error in the ANN’s 
output is within the acceptable limit. The test data for this work was generated for each of the fault 
conditions and No-Fault case. The distance was varied between 8 km to 140 km in the step of 8 km. 
The fault resistance was varied between 0.25, 0.5, 0.75, 5, 10, 20, 30 and 50 Ohms. 

 

3. REVIEW OF RELATED LITERATURE 
 
Applications of ANNs to power systems have been demonstrated in the areas of security assessment; 
load forecasting, control, protection, economic dispatch and harmonic analyses. A review of the 
transmission line protection using ANN is given in [10,11]. The use of ANN as distance relaying 
algorithm is demonstrated in [12] where an ANN-based scheme is proposed to improve the sensitivity 
and selectivity of protection systems using samples of current and voltage signals as direct inputs to 
ANNs as opposed to some other techniques in which preprocessed signals are employed as inputs. A 
multilayer feed forward ANN is used by [13] to develop a fault detector on transmission lines. The 
paper employs phase voltage and current signals as input to the neural network. In [8] feed forward 
ANN with back-propagation algorithm is developed for detection and classification of faults in power 
transmission lines. The ANN-based algorithm proposed in [14] for transmission lines distance 
protection, according to the authors, this can be used in any transmission line not considering its 
configuration or voltage level. According to the study presented in [15], an ANN technique for fault 
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detection and classification is capable of identifying faults within 5 to 7 ms, making the technique very 
suitable for high speed protective relaying. [16] develops ten ANNs to identify faults type using current 
and voltage phasors after fault initiation, with each ANN trained to identify one of the types of faults. 
Also, the author [17], trained a single ANN to identify different fault types using three samples of 
current and voltage signals sampled at 800 Hz as inputs to the ANN. In this paper, a novel method 
which uses Multilayer Perceptron feed-forward neural network is proposed for shunt faults 
classification on the 33 -kV Nigeria power line. The ANN-based fault classifier in this study uses four 
ANNs to accomplish its classification task. The preprocessed sampled current and voltage values are 
used as inputs to each of the ANN. 

 
4. THE MODELED POWER SYSTEM 
 
The studied power system network in this paper is the 33-kV power line, which is approximately 140 
km length, running from Isolo sub-transmitting station to NEPA axis in Lagos, Nigeria. Modeled in 
MATLAB 2015a, the single line diagram and parameters of the network are depicted in Fig. 10 and 
Table 2, respectively.  

 
S 1 B1 B2 S 2 

  140 km  
 
 

                             Fault 
 

Fig. 10. Studied power system single line diagram 
 

Table 2. Line parameters of the studied system 
 

S/N Line Property Value 

1 Line Length (km) 140 
2 Positive- and zero-sequence resistances (Ohms/km) [0.18446  0.39072] 
3 Positive- and zero-sequence inductances (H/km) [0.0010981  0.0024668] 
4 Positive- and zero-sequence capacitances (F/km) [1.0865e-08  6.6177e-09] 
5 Fault Starting 0.020 seconds 
6 Type Conductor ACSR 

 
From Fig. 10, S1 has a reference voltage of 33 kV, while S2 has a reference voltage of 11 kV. The 
input data (currents and voltages) for training the ANN are extracted from the power system by 
simulation due to insufficient real-time data. In the model, the current and voltage measurements are 
carried out at B1 (see Fig. 10). The instantaneous values of voltages and currents obtained are 
preprocessed and transmitted to MATLAB to build an ANN-based system for fault detection and 
classification. Ten different fault scenarios are simulated at varying distance and resistance values. 
Moreover, the values of the parameters used in generating the data for the proposed ANN-based 
intelligent shunt fault classifier are shown in Table 3. 
 

Table 3. Training and test data generation parameters 
 

Fault inception angle (0) 30, 60 

Fault Resistance (Ohms) 0.25, 0.5, 0.75, 5, 10, 20, 30 and 50 
ANN Test Data Generation Parameters  
Fault Location (km) 8, 16, 24, …, 138 
Fault inception angle (0) 20, 90 

 
Fig. 11 depicts the snapshot of the modeled 33-kV Nigeria power line network used in this study. The 
network consists of 140 km, 33-kV power lines, two transformers, one reference generator at the 
sending end of the power lines, and a three-phase fault simulator. The lines were modeled using Pi 
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model. The three-phase load 1 and 2 represent the transformers respectively and the power line 
conductors (line 1 and line 2) together is 140 km long. 
 
The voltage and current signals were measured using the three-phase V-I measurement block. The 
various shunt faults were simulated at different locations and resistances using the three-phase fault 
simulator block. The model was used to generate the whole set of data for training the neural network 
for the development of the intelligent fault classifier.  
 

 
 

Fig. 11. Snapshot of the modeled 33-kV Isolo Power line in Simulink 
 

4.1 Sampling Frequency 
 
Signal sampling in the electric power system power lines can be described as the reduction of a 
continuous-time signal to a discrete-time signal.  Sampling frequency, therefore, defines the number 
of samples per second taken from a continuous signal to make a discrete or digital signal. The ratio of 
it to the main frequency gives the number of samples per second. The choice of the sampling 
frequency in this work is done based on the results of the experiments that were carried out using 500 
Hz, 800 Hz, 1000 Hz, 1200 Hz, 1350 Hz, and 1500 Hz, which are at least twice the fundamental 
frequency (50 Hz). The result of each was plotted and the shape compared to the shape of the 
original signal. The one that best replicated the shape of the original signal was chosen. Based on the 
result of the experiment, 1.5 kHz was chosen as the sampling frequency for the entire simulation in 
this study. 
 

4.2 Simulation/Data Acquisition 
 
The model was simulated and the three-phase voltage and current waveforms were generated and 
sampled at a frequency of 1.5 kHz. Consequently, there are 30 samples per cycle. These samples are 
much; hence feature extraction and scaling were done. This effectively extracts relevant information in 
the voltage and current signals, which in turn will reduce the overall size of the neural network and 
advance the time performance of the network. Meanwhile, the fault was created at 0.04s which 
corresponds to the 55th sample. The scaling was done using the 12th sample before and after the 
occurrence of the fault. Hence, the inputs to the ANN for detector-classifier are the ratios of the post-
fault and pre-fault instantaneous voltages and currents in each of the phases, which correspond to the 
67th sample and 43rd sample after and before the occurrence of the fault respectively. The scaling can 
be done mathematically, using the following generalized expression: 
 

Vi
abc =  

Vs
RYB(𝑛 +12)

Vs
RYB(𝑛 − 12)
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Ii
abc =  

Is
RYB(n + 12)

Is
RYB(n − 12)

       

 
Where,  
 

Vi = instantaneous voltage inputs to ANN;     
Ii = instantaneous current inputs to ANN;   

Vs
RYB =  Sampled voltage phases;   

Is
RYB = sampled current phases 

n = Sample number corresponding to the instantaneous time where the fault occurred 
 

4.3 Pre-Processing of Data 
 
Pre-processing within this context is simply the normalization of the scaled data to obtain a 
conformable input data for ANN that varies between -1 and 1. These data were normalized to suit the 
ANN input data using the min-max method.  
 
The MATLAB code used for data extraction and pre-processing is: 
 
%%MATLAB Code for Generating Training and Test Data for Detection and classification 
 

clc 
tic 
classification_input = zeros(6,560); 
TTL = 140; %total transmission length  
a = 1:2:140; %varying distance of line 1 in km 
m = 1; 
% code that will make L1 and L2 to iterate 
for j = 1:length(a); 
L1 = a(j); 
L2 = TTL - L1; 
% code to vary the resistance 
b = [0.25 0.5 0.75 5 10 20 30 50]; 
for i = 1:length(b); 
R = b(i);    
% code to simulate the model 
sim('Namemodel') 

 
%creating values to read out and write to a variable 
 

Va1 = Va(post_fault,2)/Va(pre_fault,2); 
Vb1 = Vb(post_fault,2)/Vb(pre_fault,2); 
Vc1 = Vc(post_fault,2)/Vc(pre_fault,2); 
Ia1 = Ia(post_fault,2)/Ia(pre_fault,2); 
Ib1 = Ib(post_fault,2)/Ib(pre_fault,2); 
Ic1 = Ic(post_fault,2)/Ic(pre_fault,2); 
values = [Va1;Vb1;Vc1;Ia1;Ib1;Ic1]; 

 
% % write into an excel sheet 
 

sampledinput(1:6,m) = values; % stuff your 6 elements into one column  
 m = m + 1; 

 
end 
end 
 toc 
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%% for normalization 
 

Classification_input = normc(sampledinput); 
Or  
 

 classificationnorm = zeros(6,560); % create the row by column table size 
            
 

c =1:560; 
m = 1;  
for i = 1:560; 
d = c(i); 

 
table = sampledinput(1:6,m)./norm(sampledinput(1:6,m)); 
classificationnorm(1:6,m) = table; 
m = m + 1; 

end 
 

5. THE PROPOSED INTELLIGENT SHUNT FAULT CLASSIFIER 
 
The developed intelligent shunt fault classifier (ISFC) is designed to detect the presence of a fault and 
afterward classify the fault using four different modular artificial neural networks. The developed 
system has two stages – the detection stage and the classification stage. The three-phase fault 
detectors (IFD_R, IFD_Y, and IFD_B) are to indicate the presence (1) or the absence (0) of shunt 
faults on lines R, Y, and B respectively, while the detector IFD_G is to signify the involvement of 
ground. For ease, accuracy, and efficiency of fault classification, the logic behind the proposed 
system (as shown in Fig. 12) is to use a single ANN to detect a fault on each phase in combination 
with a ground ANN to show if the ground line is affected. The result is that if the outputs of the four 
ANNs read ‘RYBG: 0 0 0 0’, then the system is in a normal state; otherwise, the system is in an 
abnormal state, and the outputs indicate which lines are responsible for the abnormality (fault). By this 
method, the occurrence/non-occurrence of faults and the type of faults are captured precisely. For 
instance, a readout of ‘RYBG: 1 0 0 1’ implies an occurrence of a line (Phase R)-to-ground fault, while 
a readout of 'RYBG: 0 1 1 0' means a line-to-line fault has occurred on Phase Y and Phase B. 
 

 
 

Fig. 12. Block diagram of ISFC in a no-fault state 
 

Fig. 13 is a flowchart showing the developmental process involved in building ISFC 
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Performance, and iterate 

Appropriately 
 
 

   End 
 

 

Fig. 13. Developmental process of the proposed ISFC 
 

The proposed ISFC accepts six parameters as inputs, which correspond to the number of phase 
voltages and currents, and one output (either 0 or 1), which corresponds to the number of target 
outputs. Also, the number of hidden layers, the number of hidden layer neurons and the activation 
functions are all determined experimentally. As given in Table 4, all fault scenarios (ten cases of shunt 
fault and one no-fault case) are considered. For each fault scenario, the power network is simulated 
severally by varying the fault distance, resistance and inception angle so as to realize sufficient data 
for training and testing the ANNs. The training set consists of 6 x 6,160 input data sets and 1 x 6,160 
target output data. This together forms a 6 x 1 input-output pattern for each of the module. It is 
important to note that, before they are presented to the ANN, the generated instantaneous current 
and voltage values are preprocessed and normalized to match the ANN input pattern of 0’s and 1’s. 
This is an essential stage in the development of the classifier which involves the reduction of the size 
of the input data sets to correspond to the neural network input pattern. It reduces the magnitude of 
the input data to the neural networks to a maximum value of + 1 and a minimum value of -1, hence 
improving the rate of the training process [18].  
 

Table 4. The target truth table for the ANN-based ISFC 
 

Module Fault type 

Code R-G Y-G B-G R-Y-G R-B-G Y-B-G R-Y R-B Y-B R-Y-B No- 

ANN_R 1 0 0 1 1 0 1 1 0 1 0 
ANN_Y 0 1 0 1 0 1 1 0 1 1 0 
ANN_B 0 0 1 0 1 1 0 1 1 1 0 
ANN_G 1 1 1 1 1 1 0 0 0 0 0 
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Table 5 shows a sample of the scaled Voltage and Current values used for phase R. The fault has 
been simulated at a distance of 60 km from bus B1 on a 140 km, 33-kV electric power lines. 
 

Table 5. Sample of the scaled voltage and current values for ANN 
 

S/N VR VY VB IR IY IB 

1 0.3253 0.2693 0.3471 0.4805 0.4861 0.4835 
2 0.3979 0.3383 0.3955 0.4336 0.4385 0.4362 
3 0.4472 0.3923 0.4380 0.3868 0.3912 0.3891 
4 0.5715 0.5604 0.5677 0.1104 0.1114 0.1109 
5 0.5755 0.5720 0.5748 0.0604 0.0608 0.0606 
6 0.5765 0.5759 0.5765 0.0340 0.0342 0.0341 
7 0.5766 0.5767 0.5769 0.0252 0.0253 0.0252 
8 0.5768 0.5771 0.5772 0.0183 0.0184 0.0183 
9 0.4765 0.4397 0.4906 0.3339 0.3377 0.3361 
10 0.4964 0.4599 0.5039 0.3080 0.3115 0.3100 

 

6. RESULTS AND EVALUATION 
 

The supervised learning is employed in training extensively several configurations of the ANN with 
varying number of hidden layers, hidden layers neurons and activation functions for each of the 
modular ANNs with their corresponding target outputs. It is observed after series of training and 
testing of various combinations of hidden layers that the ANN with two hidden layers results in the 
best performance for all the ANN modules. The results of the configurations are summarized in Table 
6. 
 

Table 6. The ANN modular architecture 
 

ANN Layer neurons  Activation Function Performance 

Module Input Hidden 
layer 1 

Hidden 
layer 2 

Output Combination MSE 

ANN_R 6 10 10 1 tan-sigmoid/purelin/log-sigmoid 0.00551 
ANN_Y 6 10 12 1 Log-sigmoid/tan-sigmoid/tan- 0.000638 
     sigmoid  
ANN_B 6 10 12 1 log-sigmoid/purelin/tan-sigmoid 1.888e-8 
ANN_G 6 10 18 1 tan-sigmoid/log-sigmoid/log- 0.00381 
     sigmoid  

 

More so, the performance MSE, confusion matrix, regression plot and the generalization capability are 
used as performance indicators for the trained ANNs. Fig. 14 to Fig. 16 show the performance MSE, 
confusion matrix and regression plot respectively for ANN_R. 
 

  
 

Fig. 14. Performance Plot for ANN_R mode 
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Fig. 15. The confusion matrix of ANN_R model 
 

 
 

Fig. 16. The regression plot of ANN_R model 
 
Furthermore, Fig. 17 to Fig. 19 depicts the performance MSE, confusion matrix and regression plot 
respectively for ANN_Y. 
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Fig. 17. Performance plot for ANN_Y model 
 

 
 

Fig. 18. The confusion matrix of ANN_Y model 
 

 
 

Fig. 19. The regression plot of ANN_Y model 
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Fig. 20 to Fig. 22 illustrates in that order the performance MSE, confusion matrix, and regression plot 
for the trained ANN_B. 

 

 
 

Fig. 20. Performance plot for ANN_B model 
 

 
 

Fig. 21. The confusion matrix of ANN_B model 
 

 
 

Fig. 22. The regression plot of ANN_B model 
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The performance MSE, confusion matrix and the regression plot for ANN_G is shown in Fig. 23 to Fig. 
25. 
 

 
 

Fig. 23. Performance plot for ANN_G model 
 

 
 

Fig. 24. The confusion matrix of ANN_G model 
 

 
 

Fig. 25. The regression plot of ANN_G model 
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Moreover, the developed ISFC capability to generalize is tested with 10 new fault instances for each 
fault type, amounting to 110 new fault scenarios. Fig. 26 to Fig. 29 represent the Simulink models that 
show the responses of the developed intelligent shunt fault classifier for some selected fault types. 

 

 
 

Fig. 26. ISFC output for R-G fault with fault occurring at 48 km 
 

 
 

Fig. 27. ISFC output for Line-line-to-ground fault for R-B-G fault with fault occurring at 56 km 
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Fig. 28. ISFC output for line-to-line fault for Y-B fault with fault occurring at 48 km 

 
 

Fig. 29. ISFC output for three lines shunt fault (R-Y-B) with fault occurring at 72 km 
 
It can be seen from the performance plots (Fig. 14, Fig. 17, Fig. 20 and Fig. 23) which show the mean 
square error, that the testing and the validation curves have similar characteristics. Hence, it can be 
said that the ISFC has an efficient training, testing and validation. The satisfactory accuracy (Fig.15, 
Fig. 18, Fig. 21 and Fig. 24) and the accurate correlation (Fig. 16, Fig. 19, Fig. 21 and Fig. 25) shown 
by the confusion matrixes and the regression plots respectively by the developed ISFC proof that this 
system can be deployed for the purpose for which it is developed. Finally, based on the results 
presented in Fig. 26 to Fig. 29, the ISFC developed can effectively and efficiently classify all the ten 
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possible types of shunt faults and No-fault condition considered on the 33-kV Nigeria transmission 
line. The Simulink results presented demonstrate the ability of the intelligent shunt fault classifier to 
accurately indicate and classify all shunt fault types in all the considered simulation tests. 
 

7. CONCLUSION 
 
A new approach for shunt fault classification has been demonstrated in this paper. The model 
employs preprocessed and normalized instantaneous values of currents and voltages generated from 
one terminal datum as inputs to four independent ANN modules corresponding to the three phases 
and the ground, respectively of an electric power transmission line. After suitably training the modules 
(ANN_R, ANN_ Y, ANN_B, and ANN_G), their outputs are appropriately gated to visually indicate the 
fault types. The performance of the system, when tested under various shunt fault types with varying 
resistances and distances, shows that the system can be used to improve distance line protection in 
33-kV Nigeria power line. 
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ABSTRACT 
 

The countermeasure of driver fatigue is valuable for reducing the risk of accidents caused by vigilance 
failure during prolonged driving. Listening to the radio (RADIO) has been proven to be a relatively 
effective “in-car” countermeasure. However, the connectivity analysis, which can be used to 
investigate its alerting effect, is subject to the issue of signal mixing. In this study, we propose a novel 
framework based on clustering and entropy to improve the performance of the connectivity analysis to 
reveal the effect of RADIO to maintain driver alertness. Instead of reducing signal mixing, we 
introduce clustering algorithm to classify the functional connections with their nodes into different 
categories to mine the effective information of the alerting effect. Differential entropy (DE) is employed 
to measure the information content in different brain regions after clustering. Compared with the 
Louvain-based community detection method, the proposed method shows superior ability to present 
RADIO effect in the confused functional connection matrices. Our experimental results reveal that the 
active connection clusters distinguished by the proposed method gradually move from the frontal 
region to the parieto-occipital region with the progress of fatigue, consistent with the alpha energy 
changes in the two brain areas. The active clusters in the parieto-occipital region significantly 
decrease and the most active clusters remain in the frontal region when RADIO is taken. The 
estimation results of DE confirm the significant change (p<0.05) of information content due to the 
cluster movements. Hence, preventing the movement of the active clusters from the frontal region to 
the parieto-occipital region may correlate with maintaining driver alertness. The revelation of the 
alerting effect is helpful for the targeted upgrade of the fatigue countermeasures. 
 
Keywords: Driver fatigue; alerting effect; EEG; clustering; differential entropy. 
 

1. INTRODUCTION 
 
Fatigue is a phenomenon that reduces and weakens physical, mental, and emotional exertion and 
often entails decreased physiological functions (including speed, strength, coordination, reaction time, 
balance, and decision) [1]. In the transportation system, fatigue decreases drivers’ alertness level and 
gives rise to road accidents. According to the related road crash investigations, about 10–20% of all 
the crashes and 40% of the fatal crashes are caused by the driver fatigue [2-5]. Car crash is the 
number one reason for the teen deaths in the U.S., and driver fatigue is reported to be responsible for 
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more than 57% of the traffic accident deaths [6]. Therefore, safe and affordable countermeasures are 
worthy of being explored. 
 
In real-world driving conditions, drivers take various countermeasures to relieve fatigue and maintain 
mental and physical performance, such as caffeine consumption, napping, opening a window, 
listening to the radio, talking, and parking to take a walk. Among them, opening a window and 
listening to the radio are considered to be effective ways to stay awake by most professional and 
nonprofessional drivers [7]. A previous study restricted young adult drivers’ sleep to 5h at night and 
exposed them to cold air (AIR), listening to the radio (RADIO), or nil treatment during driving [8]. Of all 
the countermeasures, only RADIO significantly decreased the drowsiness level represented by 
Karolinska Sleepiness Scale (KSS) score. Nevertheless, the effect of AIR is transient and non-
significant. Even though RADIO has been proven to be a relatively effective “in-car” countermeasure, 
the brain mechanism underpinning its alerting effect is still unknown. This paper aims to develop a 
method to explore the RADIO effect so that the precision of countermeasures can be improved to 
maintain driver alertness more effectively. 
 
An important advancement in neuroscience research, reflecting the modern concept of the brain as a 
highly integrated and dynamic system, is the assessment of functional connectivity in brain networks 
(i.e., increase or decrease of the correlation from brain activities in different areas) [9]. Changes in the 
functional connectivity across the mental states can provide richer information about human cognition 
than the simpler univariate approaches [10], but communication between brain circuits is also 
reflected in neural oscillations, which can be measured through spectrum analysis of 
electroencephalography (EEG) recordings in the frequency domain [11]. In the frequency domain, 
previous studies have demonstrated that the power of alpha and theta oscillations predominantly in 
the central and posterior brain regions (parietal-occipital) is generally increased when the subjects are 
fatigued or tired, in contrast to a decrease in the higher frequency bands [12,13]. Therefore, the 
oscillatory information, especially the alpha-band indicator, has been considered as one of the most 
prominent EEG-indicators [14,15]. Alpha oscillations play a prominent role in the control of cortical 
excitability [16]. Alpha-band power (8–13 Hz) has been shown to be sensitive to the early stage of 
fatigue and applied in fatigue assessment by many real-traffic and simulated driving studies. Recent 
research has demonstrated that alpha spindles, which consist of short (0.5–2s) bursts of high 
frequency alpha activity, in the parietal/occipital area are significantly correlated with fatigue and 
drowsiness [17]. In connectivity analysis, several studies have reported that the functional brain 
networks become more integrated during task performance in comparison with the resting state, but 
linearly decrease with the ongoing time-on-task [10,18]. In the prolonged visuomotor vigilance task, 
Gaggioni et al. [19] suggested that decreased propagation of EEG response evoked by transcranial 
magnetic stimulation within the fronto-parietal cortex was related to the failure of the increased 
vigilance. Under the simulated driving condition, Kong et al. [20] also revealed the degraded 
performance of small-world features of brain networks under the fatigue state, providing further 
support for the presence of a reshaped global topology in connectivity networks when drivers shifted 
from the alert stage to the drowsy stage. Zhao et al. [21] attributed the shift to a more economic but 
less efficient configuration, or an inability to retrieve the resources related to mental fatigue. Obviously, 
the interaction analysis of functional connectivity and the oscillations like alpha waves can provide 
more adequate and reliable information for exploring the neural mechanism of the alerting effect of 
RADIO.  
 
However, the connectivity analysis of time series will encounter significant challenges in practical 
applications. Traditional approaches of connectivity analysis, which can be used to estimate the 
changes of signal coupling across mental states, usually characterize either different single 
connections or the system’s average behavior [22]. Recent studies have shown that these 
approaches ignore the complex spatiotemporal patterns of activity, for example, the global signal 
changes to propagating waves [23-25]. Additionally, the connectivity analysis from sensor space data 
isnon-robust and it is sometimes difficult to obtain results that are statistically significant in cognitive 
studies. This issue is also serious for the measure of EEG, which records brain electrical activities 
non-invasively at a millisecond time scale. Owing to signal mixing, which translates to volume 
conduction in the case of EEG recordings and to signal leakage in source reconstructed EEG data, 
the activity of any single neuronal source is detected by a spatially widespread group of sensors [26]. 
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From the perspective of individual sensors, the same sensor mayalso pick up multiple sources. Thus, 
EEG-based connectivity analysis suffers from two types of false positives—artificial and spurious 
interactions. Artificial interactions directly caused by signal mixing neglecting real interactions between 
neuronal groups at the considered locations can be reduced by a number of binarized connectivity 
matrices that typically aim to remove linear coupling terms [27]. Spurious interactions arising from the 
leakage of signals from a true link of sources to the surrounding links are more difficult to process due 
to multivariate mixing effects [28,29]. Up to now, steps towards addressing the problem have been 
taken for suppressing spurious interactions, such as oscillation-based and phase-based estimates 
[30,31]. Even though some improvements are achieved, all the interaction measures are still sensitive 
to spurious interactions with residual signal mixing in the source space [26]. 
 

In this context, we are not seeking to further suppress spurious interactions, but to mine effective 
information with the false positives. A single link in a brain network may be spurious link, but we view 
the problem from a different angle. Two distinct groups of connections with spurious links can be 
classified by machine learning method automatically. As signal mixing does not vary over time [27,31-
33], the change of pattern classification of connection groups over time is considered to reflect the 
shift of the mental states. In this study, the smallest group of connections is defined as a connection 
cluster composed of a node and all the connections linked to it. Since the definition includes node, the 
classification changes manifest the evolution of spatiotemporal patterns. Accordingly, we propose the 
clustering algorithm implemented in brain networks. In order to verify that the spatiotemporal evolution 
indeed generates the information content change, entropy is calculated in different brain areas after 
clustering. In information theory, entropy represents the complexity and the uncertainty of the 
information source and embodies the information content through the probability distributions that 
underlie the process of communication [34]. As a nonlinear estimation of the dynamical EEG activity, 
entropy-based algorithms have been proven to be useful and robust estimators for evaluating 
regularity or predictability [28,35,36]. For example, Shi et al. [37] utilized differential entropy (DE) to 
extract the EEG features of driver alertness and found it was more accurate and stable compared with 
energy spectrum, autoregressive parameters, fractal dimension, and sample entropy. Therefore, DE 
was selected to implement the entropy estimation.  
 

This paper is organized as follows. In Section 2, we describe the experimental details and EEG data 
preprocessing to extract alpha oscillations (see Sections 2.1 and 2.2), illustrate the functional 
connectivity analysis to construct brain networks (see Section 2.3), explain clustering algorithm 
implemented in the constructed brain network (see Section 2.4), elaborate the DE-based information 
content evaluation method (see Section 2.5), and provide the statistical analysis process (see Section 
2.6). Results of the study are presented in Section 3 and discussed in Section 4. 
 

2. MATERIALS AND METHODS 
 

The signal flowchart of the proposed methodology is shown in Fig. 1. The analysis is based on 
clustering algorithm implemented in the brain networks and entropy assessment in the alpha band. 
The EEG data come from the prolonged driving experiments described in Section 2.1. In the 
frequency domain, alpha oscillations are extracted by discrete wavelet transform, which is included in 
data preprocessing (see Section 2.2). In the spatial dimension, the brain networks of alpha oscillations 
are constructed based on connectivity estimation in alpha band (see Section 2.3). The nodes of the 
classified clusters are extracted through the hierarchical clustering algorithm so that the labels of the 
classification outputs manifest the enrichment levels of alpha interactions (see Section 2.4). Clustering 
evolved at the data of different stages indicates spatiotemporal changes. Finally, according to the 
spatiotemporal patterns, the statistical analysis of DE in the alpha band is made in the corresponding 
brain areas (see Section 2.5). The spatiotemporal patterns and the DE values are used to assess the 
alerting effect of the fatigue countermeasure.  
 

2.1 Experiments and Data 
 

This study was conducted in accordance with the Declaration of Helsinki, and the protocol was 
approved by the Ethics Committee of Dalian University of Technology (protocol number: 2018-040). 
All subjects gave their informed consent for inclusion before they participated in the experiments. 
Twenty-eight healthy subjects aged from 20 to 30 years old were recruited in the study. None of the 
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subjects reported mental disorders or neurological disorders. They had normal sleeping patterns, 
normal vision or corrected to normal with glasses or contact lenses, without prescription, without 
alcohol and caffeine 24h before the experiment. Each subject drove along at daytime for more than 
one hour under monotonous highway environment produced in a driving simulator (QJ-3A1). The 
interactive display system of the simulator was developed based onvirtual reality (VR). The VR 
scenes were displayed on the car-like three-sided screen with an angle of 120° (see Fig. 2). The 
subjects were divided into the following two groups according to whether the countermeasure was 
implemented. 
 

 
 

Fig. 1. Flowchart of the data-driven methodology 
 
The control group was composed of 14 male subjects with a mean age of 25.64 years. In the control 
group, no countermeasure was taken. The subjects just drove under the simulated driving 
environment to induce fatigue. 
 
The experimental group was also composed of 14 male subjects with a mean age of 22.57 years. In 
the experimental group, the subjects were exposed to RADIO during driving. They chose the talk 
show radio station that they would normally select on such journeys. Volume was at their discretion. 
 
Nineteen standard electrodes (i.e., Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, 
T6, O1, and O2) mounted on a cap (eego™mylab from ANT Neuro, Berlin, Germany) were attached 
to the scalps following the International 10–20 System to collect the EEG data of the subjects during 
driving. The EEG’s sampling frequency is 500Hz. 
 

 
 

Fig. 2. Experimental setting 
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2.2 Data Preprocessing 
 
The original EEG signals are inevitably disturbed by a large quantity of high frequency and low 
frequency noise (i.e., artifact), such as power frequency noise, body movement and blinking, which 
needs to be removed. In addition, various aspects of the signals, such as trends, sudden changes, 
and start/end tag information, may be useful for alerting effect analysis in the time domain and need 
be retained. Wavelet transform is an effective tool to analyze the various components of a non-
stationary signal due to its attractive properties such as good local representation in both time and 
frequency domains and multi-rate filtering (differentiating the signals with various frequencies) [38]. 
Referring to [39], the raw EEG data were filtered by wavelet decomposition with 9 levels; after that, 
wavelet coefficients (7.8–15.6Hz) at fifth level were used to reconstruct alpha waves. Moreover, the 
wavelet-based threshold technique in [28] was used to correct the filtered signals. 
 
On account of the staged and accumulative properties of fatigue [40,41], the continuous data after 
artifact removal were epoched into segments of 10min. Segments 1–6 correspond to the data within 
0–10min, 10–20min, 20–30min, 30–40min, 40–50min, and 50–60min, respectively. 
 
In the frequency domain, alpha ratio was calculated in each segment and group for the oscillation 
analysis. The alpha ratio is defined as the energy of the alpha frequency band divided by the total 
energy of the EEG frequency band. Therefore, it reflects the change of the alpha activity level. 
 

2.3 Construction of Brain Networks 
 
In accordance to graph theory [42], a brain network can be represented by a graph G(N,E), where N 
and E are the node and edge (or link) sets, respectively. We assigned EEG electrodes to the 
elements of N. The edges reflecting the adjacency relations among the nodes in the networks can be 
described by the functional connectivity matrix F, whose element F(i,j) shows the edge between 
nodes (electrodes) i and j. To show that the effective information of the networks on maintaining driver 
alertness can be dug out with spurious interactions, the cross-correlation method, which has been 
proven to suffer from primary and secondary leakage [26], is adopted in the estimation of the edges. 
The correlation between the EEG signals si and sj can be calculated by the following equations: 
 

( , )( )

( , )(0) ( , )(0)

i j

ij

i i j j

CC s s

CC s s CC s s


  , (1) 

  

1

( ) ( ),   0
( , )( )

( , )( ),     0

N

i j

ti j

j i

s t s t
CC s s

CC s s



 


 






 

 
  


, (2) 

 
 

where time delay τ is set to zero. γij corresponds to the element in ith row and jth column of the 
functional connectivity matrix F, which presents. To exclude self-connections of nodes, the elements 
on the main diagonal of F are set to zero. The other elements of F reflect functional coupling (i.e., 
functional connectivity) of the signals in different channels. Here, the signals were selected as the 
alpha oscillations after preprocessing to construct alpha oscillation networks. 
 
As a measure of overall connectivity strengths in a brain network, the global connectivity energy has 
been used to assess fatigue during driving. The previous studies have demonstrated that its staged 
change is associated with the accumulation of fatigue [43,44]. The global connectivity energy is 
defined as the total energy of all the connectivity matrix elements. In this work, the global connectivity 
energy was calculated tocompare the alertness level both between the segments and between the 
two groups in the experiments. 
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2.4 Clustering on Brain Networks 
 
In the constructed brain networks, an unsupervised clustering algorithm was employed to search the 
significant connectivity information at group level (connection cluster). Since every connection cluster 
has only one node, the classification of the clusters equals the classification of their nodes in a brain 
network. Thereafter, the connections of a connection cluster are defined as the attributes of its node. 
 
Mathematically, we re-express the constructed brain network G(N,E) with N nodes as X={X1, X2, …, 

XN}T, where Xi={ 1

ix , 2

ix , ..., M

ix } with M links (M=N−1 for weighted network) is a vector denoting the ith 

node whose attribute ( , )Fj

ix i j  (j≠i) is a scalar representing the strength of the functional 

connectivity between Node i and Node j. The spatial connectivity information is searched based on 
agglomerative hierarchical clustering, which establishes the foundations for inducing a hierarchical 
clustering from a newly represented, or newly encoded, mapping of functional connectivity matrix F. 
To begin with, each node and the connections linked to it in a constructed brain network are 
considered as a single-element cluster group at the lowest level, i.e., Ci={Xi}, 1≤i≤N. Dendrogramk={C1, 
C2, ..., CN}, k=N. Then, based on the distance (similarity function) calculation, two closest cluster 
groups are successively merged to reduce the number of cluster groups by 1 until a single cluster 
group remains at the highest level (i.e., k=1): 
 

( , ) ( )( , ) : 1{ ,  }C C   i j i jargmin d i jb ka , (3) 
 

2 1merge( , )C C C  a b N k , (4) 
 

1 2 1{ , } { }Dendrogram Dendrogra C C Cm     ak b N kk , (5) 
 

where Ci and Cj denote two different clusters; k is the level number; Dendrogram indicates the cluster 
set and its element number is reduced by 1 to reach a higher level in Equation (5); and d represents 
Euclidean distance between two clusters. The Euclidean distance can be calculated by the following 
expressions: 
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where M denotes the number of attributes of the node vectors Xa and Xb. 
m

ax  and m

bx  indicate the 

attributes (corresponding to functional connectivity) of the two node vectors. 
 
Finally, we cut the dendrogram to complete clustering on brain networks to obtain different node 
groups (i.e., cluster groups), number (Z) of which is predetermined. As the number of the cluster 
groups contained in Dendrogramis equal to the level number k, Z cluster groups will be left by the Zth 
level cut through the dendrogram. That means we classify the nodes of the brain networks into Z 
groups according to the elements of DendrogramZ. 
 
In this study, Z is set to 4 to acquire class pattern changes associated with fatigue in the control group 
and the alerting effect of RADIO in the experimental group. As shown in Fig. 3, four cluster groups are 
left by the fourth level cut. Because the cluster groups are merged based on the distance, the later the 
cluster group is involved in the merged operation, the more different the cluster group will be. The four 
cluster groups (i.e., C6, C3, C4 and C5) are labeled as Class 1, Class 2, Class 3, and Class 4 with the 
increase of difference. 
 

2.5 Differential Entropy 
 

DE is considered as a univariate and non-linear measure of information content in a given time series 
X. It quantifies information in an arbitrary time series X of length N as the probability that the value x of 
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X within a certain area. The probability is represented by the integral of the probability density function 
in the area. Its calculation formula can be expressed as: 
 

, (8) 

 

where X represents the time series, p(x) denotes the probability density function of X. 
 

 
 

Fig. 3. An exemplar dendrogram representing a possible hierarchical clustering process for 
five connection clusters 

 

In this work, the alpha oscillations after preprocessing were used as thetime series to calculate the DE 
values. DE was performed on all the nodes of the brain networks constructed in Section 2.3. The 
nodes which were used for DE statistical analysis were determined by the spatiotemporal patterns of 
connection clusters. 
 

2.6 Statistical Analysis 
 

To compare alertness evaluation performance, the EEG features (i.e., global connectivity energy, 
alpha ratio, and DE) of the subjects in the control and experimental groups were averaged for each 
driving stage (Segments 1–6). The standard deviations were calculated to measure their variability 
(see Figs. 6 and 7 and Table 3). When the staged changes of the feature meansare acquired, it needs 
to be confirmed whether the observed difference between group means reflects actual difference in 
the sample population of both groups. The Wilcoxon rank-sum test, also called the Mann–Whitney U 
test, is a non-parametric test used to determine whether two independent sample populations follow 
the same distribution [45]. It does not require the data normality assumption and is suitable for small 
samples (such as subject number <30). Hence, the Wilcoxon rank-sum test was selected for 
statistical analysis to check whether the EEG features can reflect the actual differences between the 
two groups in Section 2.1. The significance level α was set to 0.05. Values of p<0.05 (with a 
confidence interval of 95%) indicate that the samples in the two groups come from different 
distributions—the group means are different. 
 

3. RESULTS 
 

Figs. 4 and 5 show the matrices of the averaged functional connectivity of the control group and the 
experimental group across the subjects, respectively. Nodes Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, 
C4, T4, T5, P3, Pz, P4, T6, O1, and O2 are numbered 1–19. Each small square surface in a matrix 
represents a connection between two nodes. Color indicates the value of the correlation coefficient 
reflecting connectivity strength. The correlation coefficients on the main diagonal were set to zero 
(deep blue) to exclude self-connection. All the functional connectivity analyses are based on the 
functional connectivity matrices. The traditional approaches of connectivity analysis suffer from 
spurious interactions. As demonstrated in Figs. 4 and 5, from Segment 1 to Segment 6, the changes 
in vigilance affect the functional connectivity. The overall connectivity strength of both the control and 
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experimental groups becomes weaker (more blue surfaces) after Segment 1. However, there is 
almost no change after Segment 1 and no difference between inter- and intra-groups through 
observation. 
 

   
(a) (b) (c) 

   
(d) (e) (f) 

 
Fig. 4. Averaged functional connectivity matrices of the control group, (a) Functional 
connectivity matrix in Segment 1; (b) Functional connectivity matrix in segment 2; (c) 

Functional connectivity matrix in segment 3; (d) Functional connectivity matrix in segment 4; 
(e) Functional connectivity matrix in segment 5; (f) Functional connectivity matrix in segment 6 
 

   
(a) (b) (c) 

   
(d) (e) (f) 

 
Fig. 5. Averaged functional connectivity matrices of the experimental group, (a) Functional 

connectivity matrix in segment 1; (b) Functional connectivity matrix in segment 2; (c) 
Functional connectivity matrix in segment 3; (d) Functional connectivity matrix in segment 4; 

(e) Functional connectivity matrix in segment 5; (f) Functional connectivity matrix in segment 6 
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The global connectivity energy was used to measure the overall functional connectivity of each brain 
network in different stages. The energy of all the elements of the functional connectivity matrix F was 
calculated and the results of statistical analysis are shown in Fig. 6. The curves of the averaged global 
connectivity energy of both the experimental group and the control group decline in the second 
segment. Table 1 presents the results of the Mann–Whitney U test for the global connectivity energy. 
There is no statistically significant difference between the two groups, but with large standard 
deviations for the subjects in each group. It illustrates that the networks’ average behavior is largely 
affected by the individual differences of the subjects. The pivotal information of fatigue and alerted 
effect of the countermeasure is concealed. 
 
One of the reasons for the poor results is that the brain networks may contain false positives. For 
example, it is uncertain which the connections are true interactions among the red surfaces in the top 
left corner in Fig. 4b. Nevertheless, the blue and red surfaces in the top left and in the bottom right 
corner of this figure can be classified into different groups by observation. Therefore, dividing into 
subsets of electrodes may obtain a more powerful result. 
 

 
 

Fig. 6. Global connectivity energy, The averages andstandard deviations are plotted 
 
Table 1. Results of the Mann–Whitney U test for differences in the global connectivity energy 

 

Segment Control Group vs. Experimental Group 

Z p 

1 −1.13 >0.05 
2 1.04 >0.05 
3 1.36 >0.05 
4 0.57 >0.05 
5 1.17 >0.05 
6 1.77 >0.05 

 
Fig. 7 confirms that the activities of the different brain regions (nodes) can be classified. After wavelet 
decomposition implemented in data preprocessing, the wavelet coefficients in the alpha band and the 
total band of EEG can be obtained (refer to Section 2.2). To quantify the alpha activity level in EEG, 
the energy of the wavelet coefficients in the alpha band was calculated and converted to the energy 
ratio, which was divided by the total energy of the EEG band. Fig. 7 shows the energy ratios of the 
two brain areas in the control and experimental groups. The frontal and parieto-occipital ratios are 
acquired by averaging ratios across the frontal channels (i.e., Fp1, Fp2, F7, F3, Fz, F4, and F8) and 
the parieto-occipital channels (i.e., T5, P3, Pz, P4, T6, O1, and O2), respectively. In contrast with the 
increase of the parieto-occipital ratios, the frontal ratios drop gradually in both groups from Segment 1 
to Segment 6. As shown in Table 2, the Mann–Whitney U test revealed that the alpha energy ratios 
between the frontal region and the parieto-occipital region were significantly different in every 
segment. The alpha energy ratios with significant differences between the two regions were marked 
with asterisks in Fig. 7. The mark ** represents p<0.01. Therefore, the frontal and parieto-occipital 
ratios can be classified into two categories over time in both groups. However, the differences 
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between the two groups are not significant (see control group vs. experimental group in Table 2). 
Hence, simply dividing into the subsets of electrodes is not enough. The differences between the two 
groups are explored by the proposed clustering algorithm and DE. 
 

 
 

Fig. 7. Alpha energy ratios in the control and experimental groups. The averages and standard 
deviations from the subjects are plotted. C-Frontal and C-Parieto-occipital represent the frontal 
and parieto-occipital ratios in the control group. In contrast, E-Frontal and E-Parieto-occipital 
represent the frontal and parieto-occipital ratios in the experimental group. ** denotes p<0.01 

 
Table 2. Results of the Mann–Whitney U test for differences in the alpha energy ratios 

 

Segment Frontal area vs. Parieto-occipital area Control group vs. Experimental group 

Control group Experimental 
group 

Frontal area Parieto-occipital 
area 

Z p Z p Z P Z p 

1 −4.02 <0.01 −4.20 <0.01 0.07 >0.05 −1.77 >0.05 
2 −3.70 <0.01 −3.88 <0.01 −0.34 >0.05 −0.48 >0.05 
3 −3.56 <0.01 −4.30 <0.01 −1.03 >0.05 −0.94 >0.05 
4 −3.93 <0.01 −4.20 <0.01 −1.45 >0.05 −1.26 >0.05 
5 −3.97 <0.01 −4.11 <0.01 −0.99 >0.05 −0.16 >0.05 
6 −3.97 <0.01 −4.39 <0.01 −0.76 >0.05 −0.16 >0.05 

 

Figs. 8 and 9 show the clustering results of the brain networks in the control and experimental groups, 
respectively. The element size of functional connectivity matrices in Figs. 4 and 5 are represented by 
the link thickness of the brain networks. Every node represents a connection cluster. Different colors 
(blue, cyan, green, and yellow) on the nodes indicate different classes (Classes 1–4). As the 
hierarchical clustering algorithm was adopted, the connection clusters with the shortest distance 
between each other (blue nodes) were classified as Class 1 first, and the yellow nodes whose 
attributes were ‘farthest’ from the others were finally sifted out and labeled as Class 4 by using 
Equations (3)–(7). That means that the higher the class is, the more different or active the cluster will 
be. Since the subjects in the control group drove without any extra stimulus from countermeasure and 
induced fatigue in Segment 1, the brain network with the classification of the connection clusters 
presented in Fig. 8a was considered as the default mode network of driving in the experiments of this 
study (DMND). Compared to DMND, in the other segments of Fig. 8, the strong connections are 
concentrated in the frontal region and the parieto-occipital region and the connectivity between the 
frontal and parieto-occipital regions significantly reduces, which corresponds to the trend in Fig. 6. 
Particularly, the classification changes of the connection clusters (or nodes) in the brain networks are 
staged with fatigue accumulation. As shown in Fig. 8a–f, the nodes labeled as high classes (i.e., cyan, 
green, and yellow nodes) move to the parieto-occipital region step by step. In Fig. 9a, the nodes (T3, 
T4, and Fz) in the auditory and frontal areas of brain are labeled as Classes 2–4 (high classes), 
respectively, when the drivers were exposed to RADIO. It reveals that there are intermediately active 
clusters in the auditory area. Hence, the brain network in Fig. 9a was considered as the default mode 
network of RADIO (DMNR). Compared to DMNR, the superficial connectivity in the other segments of 
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Fig. 9 seems to return to fatigue mode with weak links between the frontal region and the parieto-
occipital region. In addition, the cyan nodes move to the parieto-occipital region. However, the most 
active clusters labeled as Classes 3 and 4 remain in the frontal area in Segments 2 to 6. 
 

0–10 min 10–20 min 20–30 min 

   
(a) (b) (c) 
30–40 min 40–50 min 50–60 min 

   
(d) (e) (f) 

 
Fig. 8. Classification of connection clusters in each stage brain network of the control group, 

(a) Classification in Segment 1; (b) Classification in Segment 2; (c) Classification in Segment 3; 
(d) Classification in Segment 4; (e) Classification in Segment 5; (f) Classification in Segment 6. 

Classes 1–4 was represented by blue, cyan, green, and yellow, respectively 
 

Fig. 10 shows the class change on each node corresponding to Figs. 8 and 9. In Fig. 10a, high class 
(Class 3) is mainly marked in the parieto-occipital region (Nodes 13–19) by the clustering algorithm 
implemented in the brain networks after Segment 2. Compared to Fig. 10a, the active level of the 
most clusters (represented by the nodes) of the parieto-occipital region in Fig. 10b reduces by one 
grade to Class 2. By contrast, Nodes 5 and 6 in the frontal regionmaintain high class. It reveals a shift 
tendency of the active connection clusters constructed based on alpha oscillations from the parieto-
occipital region to the frontal region, when RADIO was taken during the prolonged driving task. 
 

To demonstrate the superiority of the proposed clustering method, the widely used Louvain algorithm 
was adopted to detect the community in the brain networks. According to the community, the subsets 
of electrodes can also be distinguished. However, because too much connectivity information is 
confused (see Fig. 6), there is no change in the community division over time in both groups in Fig. 11, 
if the community change of T3 in Fig. 11b is neglected. 
 

Fig. 12 confirms that the spatiotemporal evolution of the connection clusters in Figs. 8 and 9 generate 
the information content change. DE was calculated on all the nodes in Figs. 8 and 9. According to the 
movements of the connection clusters between the frontal region and the parieto-occipital region, DE 
values were averaged across Nodes Fp1, Fp2, F7, F3, Fz, F4, and F8 and across Nodes T5, P3, Pz, 
P4, T6, O1, and O2 to quantify information content of the frontal and parieto-occipital regions, 
respectively. Fig. 12 presents the averaged DE curves across subjects in each group. The shaded 
area indicates the standard deviation. As shown in Fig. 12a, the trend of the frontal entropy values in 
the control group is declining over time, whereas the parieto-occipital entropy curve has a significant 
upward trend. Overall, the DE values of the experimental group in Fig. 12b present the opposite trend 
compared with Fig. 12a. The entropy values in Fig. 12, which were expressed as mean±standard 
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deviation (SD) across the subjects, are presented in Table 3. As shown in Table 3, the average 
entropy values of the experimental group are larger than those of the control group. Through the 
Mann–Whitney U test, the DE differences between groups present statistical significance for all the 
segments (see Table 4). The DE values with significant differences between groups were marked with 
asterisks in Table 3. The asterisks * and ** indicate p<0.05 and p<0.01, respectively. Since all the p-
values are less than 0.05, the proposed method contributes to the evaluation of the alerting effect in 
the experimental group. 
 

0–10 min 10–20 min 20–30 min 

   
(a) (b) (c) 

30–40 min 40–50 min 50–60 min 

   
(d) (e) (f) 

 

Fig. 9. Classification of connection clusters in each stage brain network of the experimental 
group. (a) Classification in Segment 1; (b) Classification in Segment 2; (c) Classification in 

Segment 3; (d) Classification in Segment 4; (e) Classification in Segment 5; (f) Classification in 
Segment 6. Classes 1–4 was represented by blue, cyan, green, and yellow, respectively 

 

4. DISCUSSION 
 
Fatigue is multifaceted in nature [15,46]. It not only brings the simple increase of alpha activity level 
and decoupling between different brain regions, but also changes wave propagation, hemispheric 
symmetry, and modular network properties. In Fig. 7, the alpha energy ratios in the parieto-occipital 
region presented a gradual increase trend during the prolonged driving task, which was consistent 
with the previous studies, where oscillatory activity at the alpha band had been observed to increase 
in the posterior brain regions (parietal-occipital) during attentional lapses [47] and during the states of 
drowsiness relative to the states of alertness [14,17]. As is known to us, alpha oscillations occur 
during wakefulness, particularly over the occipital cortex, appear markedly at eye closure and 
decrease at eye opening [48]. Thus, the increase of the alpha energy ratios probably indicates more 
eye closures and driver drowsiness. Nevertheless, the alpha energy ratios of the frontal region 
showed the opposite trend. The frontal regionis involved in the higher cognitive functions, such as 
working memory, selective attention, error detection, and behavior control [49-51]. As pointed out by 
Sadaghiani et al. [16], alpha oscillations is also involved in the mechanism that gates and controls 
sensory information processing as a function of cognitive relevance. Therefore, the opposite trend in 
the frontal region may correspond to the weakening of motivation and wakefulness. It seems that 
there was an alpha wave propagation between the frontal region and the parieto-occipital region. As 
one fell, another rose. 
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Table 3. DE values in every segment. *denotes p<0.05. ** represents p<0.01 
 

Group Brain Area DE (Mean ±SD) 

Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Segment 6 

Control Frontal 1.90±0.46** 1.92 ± 0.31** 2.02 ± 0.55** 1.89 ± 0.51** 1.91 ± 0.30** 1.41 ± 0.36** 
Parieto-occipital 1.55±0.61** 2.81 ± 0.62** 3.03 ± 0.82* 2.95 ± 0.74** 2.93 ± 0.50* 2.76 ± 0.65** 

Experiment Frontal 6.66 ± 2.30** 6.09 ± 1.68** 6.12 ± 1.73** 5.95 ± 1.19** 6.37 ± 1.60** 8.57 ± 4.17** 
Parieto-occipital 9.76 ± 2.98** 3.98 ± 1.02** 4.15 ± 1.28* 4.25 ± 1.37** 4.08 ± 1.44* 4.21 ± 1.15** 
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(a) 

 
(b) 

 
Fig. 10. Class sets from all the nodes and segments. (a) Class set of the control group; (b) 

Class set of the experimental group. Nodes Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, 
P3, Pz, P4, T6, O1 and O2 are numbered 1–19 

 

 
 
Fig. 11. Community detected by Louvainalgorithm. (a–f) Community detected in Segments 1–6 

of the control group; (g–l) Community detected in Segments 1–6 of the experimental group 
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(a) 

 
(b) 

 
Fig. 12. DE change during driving. (a) Averaged DE across subjects in the control group; (b) 
Averaged DE across subjects in the experimental group. All the DE values of the subjects in 

each group were averaged and the shaded area indicates the standard deviation 
 

Table 4. Results of the Mann–Whitney U test for differences in DE 
 

Segment Control Group vs. Experimental Group 

Frontal Area Parieto-Occipital Area 

Z p Z p 

1 −4.48 <0.01 −4.48 <0.01 
2 −4.48 <0.01 −2.96 <0.01 
3 −4.48 <0.01 −2.55 <0.05 
4 −4.48 <0.01 −2.60 <0.01 
5 −4.48 <0.01 −2.37 <0.05 
6 −4.30 <0.01 −3.52 <0.01 

 
However, for the analysis of the functional connections, a wide variety of information underlying 
fatigue and alerting effect of the fatigue countermeasure was still implicit, due to false positives. As 
shown in Figs. 4–6, the strong connectivity in Segment 1 may just reflect the difference of the initial 
state. The curve of the averaged global connectivity energy was relatively flat after Segment 1, which 
cannot reveal the fatigue information or concur with the fatigue assessment of the alpha energy ratios. 
More importantly, it lost the countermeasure information without statistically significant intergroup 
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difference. The previous studies have already proven the effectiveness of RADIO as an “in-car” 
countermeasure [8]. Such informationmust be involved in the experimental group somehow but 
implicated by signal mixing. 
 
Under the condition of no significantly statistical difference using the traditional connectivity analysis 
(see Figs. 4–6), the proposed methodology was applied to mining the spatiotemporal information (see 
Figs. 8–10 and 12). Particularly, we employed clustering algorithm performed in the brain networks 
with false positives to try to point out what happened in the brain after RADIO was taken. We 
considered that all the links connected to a node was basic unit (connection cluster) of connectivity 
analysis, not a single link or the node itself. Even though false positives exist in the connection 
clusters, the clusters can be classified into different groups with different labels. Compared with the 
Louvain-based community detection method, the proposed clustering method shows more superior 
ability to mine the effective information with the confused functional connection matrices (see Figs. 8, 
9 and 11). In Louvain algorithm, the community is formed according to the largest modularity 
increment [52]. The modularity is defined as the difference between the connection weights of nodes 
in the community and the connection weights in a random case. The algorithm cannot make sure that 
the community of the chosen neighbor is the most appropriate community in which the current node i 
ought to be. This may lead to instability of the performance. Additionally, it requires the assumption 
that a random neighbor is likely to be in a good community, which may not be appropriate for the brain 
networks in Fig. 11. 
 
Unlike Louvain, the proposed clustering method mainly calculates the distance between each 
connection cluster to classify the nodes into different groups. The classification mode changes with 
the progress of fatigue or reflects the alerting effect of RADIO. As shown in Fig. 8, the active 
connection clusters labeled as high classes moved from the frontal region to the parieto-occipital 
region with the accumulation of driver fatigue. Since the brain networks were constructed in the alpha 
band, it reveals a coupling effect between the alpha connection clusters and the alpha oscillations. 
That is to say that the decrease of the active level of the connection clusters in the frontal region may 
also correspond to the weakening of motivation and wakefulness and the increase of the active level 
of the connection clusters in the parieto-occipital region can indicate more eye closures and driver 
drowsiness. Therefore, the clustering algorithm based on functional connectivity can reveal fatigue 
information. The analysis of alpha oscillations provides a clue for the interpretation of the active 
cluster movement, and in other words, the change of the active level of the alpha oscillations in the 
frontal and parieto-occipital regions may be caused by the active cluster movement. We then took the 
change of classification mode in Fig. 8 as a reference to analyze the alerting effect of RADIO. In 
DMNR, the most active clusters were distributed in the auditory and frontal areas of the brain. It 
illustrates that the brain indeed reacts when the drivers are listening to the radio. Acoustic information 
may enter the brain through the clusters in the auditory area and the accompany driving information 
may be comprehensively processed by the cluster in the frontal region. As the prolonged driving task 
progressed, only the clusters containing cyan nodes moved to the parieto-occipital region in Fig. 9, 
which reflected relatively low-class fatigue information. Particularly, the most active clusters labeled as 
Classes 3 and 4 remained in the frontal area, after cyan nodes moved to the parieto-occipital region. 
Because the frontal region is responsible for the higher cognitive functions, the motivation and 
wakefulness of the drivers in the experimental group were probably enhanced during the prolonged 
driving task. The entropy-based analysis confirmed the movement of the connection clusters 
accompanied with the information content change. As shown in Fig. 12, the overall DE values of the 
experimental group were larger than those of the control group, indicating that the fatigue 
countermeasure was effective. Entropy measures the average uncertainty of event set to embody 
information content. Therefore, it revealed the recovery of the complexity of the brain activity when 
RADIO was taken. The recovery of the activity complexity brought the larger information content. 
Throughout the control and experimental groups, the trend of DE curves in the frontal and parieto-
occipital regions was consistent with the movement of the connection clusters. The DE rise of the 
frontal region and the decline of the parieto-occipital region in the experimental group may be a result 
of the movement of the connection clusters. 
 
Comparing Figs. 9 and 12b with Figs. 8 and 12a, we draw conclusions about the alerting effect of 
RADIO. Although the alpha connection clusters and the alpha oscillations are coupled with each other 
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to some extent, RADIO relieves fatigue by preventing the active cluster movement from the frontal 
region to the parieto-occipital region, not the alpha propagation. Making the active clusters stay in the 
frontal area may maintain alertness. 
 
Note that all the subjects in the experiments were males. In the control group, it requires the subjects 
to drive a long time without any fatigue countermeasure. We did not recruit female subjects. Even if 
this study focuses on the methods to investigate the effect of RADIO to maintain driver alertness, the 
gender factor is not considered. This is a result limitation. 
 
Future work will concern the improvement of localization precision of the active clusters. High-density 
electrode setting will be adopted so that the default network of driving and the neural mechanism of 
alerting effect can be explored in depth. 
 

5. CONCLUSION 
 
In this paper, a new framework to improve the performance of connectivity analysis for RADIO effect 
exploration has been proposed. Instead of analyzing the network system behavior, dividing the 
electrodes into subsets obtains a more powerful result. The subsets are classified by the clustering 
algorithm implemented in brain networks automatically. The quantitative analysis based on DE proves 
the effectiveness of the method and the active clustermovement after classifying generates the 
information content change. The alerting effect of RADIO is related with suppressing the active cluster 
movement from the frontal region to the parieto-occipital region, which is helpful for maintaining driver 
alertness during prolonged driving. The limitation of this study is that only male subjects participated in 
the experiments. Whether the effect holds with females is unknown. 
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