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Abstract— Forecasting the number of sales is an effort for 

forecasting the number of product sales for a certain period in 

the future. The company's failure to supply products will have 

negative effects on the quality of service to customers, thereby 

reducing the company's competitiveness. One of the critical 

success factors on forecasting the number of sales is determining 

the criteria required by the decision support system. The 

problem is what criteria are needed or influential in forecasting 

the number of sales. Furthermore, most of the problems in 

decision making are uncertainties associated with input criteria. 

Therefore, this study will investigate the criteria that a 

significant effect in forecasting the number of sales by using the 

recent decision support method, namely the Best-Worst Method 

by considering uncertainty so that the optimum forecasting of 

the number of sales can be achieved. The results achieved in this 

study indicate that the three most significant criteria for 

forecasting the number of sales are frequency, quantity, and 

monetary. Preliminary experimental results have shown that 

perturbations in the case study had no significant effect on the 

final ranking of the decision support system criteria. 

Keywords—best-worst method, decision support system, 

decision-making, sales forecasting, uncertainty. 

I. INTRODUCTION 

A company engaged in the sale or distribution of products 
always wants success in its activities in the future. One of the 
most important ways to achieve this is by estimating or 
forecasting the number of sales or customer demand for goods 
or services produced [1]. 

One of the critical success factors in forecasting the 
number of sales is determining the criteria required by the 
decision support system [2]. The problem is what criteria are 
needed or have an influence on forecasting the number of 
sales. 

Furthermore, most of the problems in decision making 
associated with input criteria are uncertainty. Uncertainty 
arises because it is difficult to determine a precise value 
indicating the priority of the two qualitative criteria to each 
other, causing some final decisions to be complicated and 
unrealistic [3]. 

The respondent may have made some mistakes when 
assigning values for pairwise comparisons so that we need to 
consider uncertainties to obtain a rational final decision. 
Therefore, this study will investigate the criteria that have 
have a major impact on forecasting the number of sales by 
using the recent decision support method, namely the Best-
Worst Method (BWM) [3], [4] by considering uncertainty so 
that the optimum forecasting of the number of sales can be 
achieved. 

The BWM approach has been implemented in various 
decision-making cases such as selection [3], [5]–[7], 
assessment [8], [9], evaluation and classification [10]–[12], 
strategy-making and innovation [13], investment 
development [14], key success factors [15], and group 
decision-making problems [16], [17]. Meanwhile, in this 
study, the BMW approach will be implemented to determine 
the criteria that have a significant effect on forecasting the 
number of sales. 

This study is expected to contribute that there are other 
important criteria (not just quantity [1], [18]–[20]) that have a 
major impact on forecasting the number of sales. 

II. RESEARCH METHOD 

A. Research Approach 

The research phases proposed in this study include six 
phases as illustrated in Fig. 1 as follows: 
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Fig. 1. The six phases of research in this study. 

This study took three opinions of experts who have more 
than 12 years of experience in the field of sales and inventory 
at retail companies. 

The first data collection in the form of gathering all the 
criteria that affect the number of sales. Then the criteria are 
chosen by experts. Only the criteria selected at least two 
experts will be further processed for the second data collection 
using the Best-Worst Method. 

B. Best-Worst Method 

Multi-criteria decision-making (MCDM) is an important 
subset of the theory of decision-making. A recent MCDM 
method named Best-Worst Method (BWM) will be 
implemented in this study to analyze the criteria affecting 
sales volume and its weights. 

BWM is the MCDM method that Rezaei introduced in 
2015, which is capable of obtaining the weights of criteria and 
alternatives by comparing the best criterion against the other 
criteria (alternatives) and all the other criteria against the worst 
criterion for various criteria based on pairwise comparisons 
with the use of fewer comparative results [4]. 

The BWM is consists of five steps which will be used to 
derive the criteria weights [3], [4]. 

Step 1: Sets a list of decision criteria. 

Suppose that there are n decision criteria, which are very 
important for the fair performance of the alternative 
evaluation.  

Step 2: Selecting the best and worst criteria. 

Through this step, the experts will select the best (most 
influential) criterion and the worst (least influential) criterion 
among all the criteria identified in Step 1 from their 
perspective. Only the criteria and not the criteria values are 
selected here. The best criterion is defined as cB, the worst 
criterion being cW. 

Step 3: Establish the best criterion for the priority rating 
over all other criteria. 

A number from 1 to 9 (1: equally important, 9: extremely 
more important) is used to denote the priority. The resulting a 
“Best-to-Others” vector as follows: aB

 = (aB1, aB2, …, aBn), 
where aBj represents the rating of the best criterion B over any 
other criteria j (j=1,2,…,n), and aBB = 1. The consensus of the 
various experts on finalization of priority ratings shall be 
adopted. 

Step 4: Establish the priority rating for all other criteria 
over the worst criterion. 

In this case, the number from 1 to 9 is used.  The resulting 
an “Others-to-Worst” vector as follows: aW = (a1W, a2W, …, 
anW)T, where ajW represents the rating of any criteria j over the 
worst criterion w, and aww = 1. Similarly, the final value can 
be arrived by consensus of all the experts involved in decision 
making. 

Step 5: Calculates the optimum weights of all the criteria 
(w1

*, w2
*,…,wn

*). 

The objective is to calculate the weights of criteria so that 
the maximum absolute differences for all j are minimized of 
the following set {|wB – aBjwj|, |wj – aBjwww|}, that can be 
formulated to the min-max model as in (1). 

min max� ������ −���� , 	 ��
�
 −��
	� (1)

 
Equation (1) could be transferred to the following linear 

programming model: 

min �
s.t.

����� −���� ≤ �∗, for all j

	 ��
�
 −��
	 ≤ �∗, for all j

� ��
�

= 1
�� ≥ 0, for all j

 � = 1,2, … , �

 (2) 

 
Multiplying the first set of the constraints of (2) for any 

value of ξ by wj and the second set of constraints by ww, it can 
be seen that the solution (2) is an intersection of 4n-5 linear 
constraints (obtained from 2(2n-3) of comparison constraint 
and 1 constraint for the number of weights) thus, provided that 
the solution is not empty enough. Compute (2) then the 

optimum weights of the criteria (w1
*, w2

*,…,wn
*) and ξ* will 

be generated. 

After finding the final result, the consistency ratio (CR) of 
pairwise comparisons should be calculated because the 
consistency ratio is a useful indicator of the consistency 
degree of the pairwise comparisons. The BWM consistency 
ratio could be determined using (3). 

�� = � ∗ 
��  (3)

 

 Where CI (consistency index) is the maximum ξ values for 

the various aBW values as shown in Table I, ξ* is the solution 

of problem (2), and CR ∈ [0,1]. CR values close to 0 showed 
more consistency, while CR values close to 1 showed less 

consistency. From (3) can be resumed that the smaller the ξ*, 
the smaller the CR, and the more consistent the vector are. 

TABLE I.  CONSISTENCY INDEX (CI) [4] 

aBW 1 2 3 4 5 6 7 8 9 

CI (max 

ξ) 
0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23 
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C. Sadjadi and Karimi's Optimization Model for BWM 

Sadjadi and Karimi's optimization model is a linear model 
developed by Sadjadi and Karimi [3] based on the method 
introduced by Soyster (1973). This model can control the level 
of variable uncertainty. This linear equation model can be seen 
in (4) [3]. 

min ��
s.t.

��−����� + �!��"# ≤ � � , ∀ j, b
����� − �� + �!��"#& ≤ � �, ∀ j, '′

��−��
�
 + �!�
"
 ≤ � �, ∀ j, b
��
�
 − �� + �!�
"
& ≤ � �, ∀ j, � ′ 

 (4)

−"# ≤ �� ≤ "# ,  ∀ b, j 
−"#& ≤ �� ≤ "#&  ,  ∀ '), j
−"
 ≤ �
 ≤ "
 ,  ∀ w, j
−"
& ≤ �
 ≤ "
&  ,  ∀ �), j0 ≤ �� ≤ 1 , ∀ j

� ��
+

�,-
= 1

., / ≥ 0 

 

Where the actual value/weight (w) is within the 
uncertainty interval (±y). 

This method is less flexible because of uncertain 
parameter limitations, however, this method has a good 
performance in this study. 

III. RESULTS AND ANALYSIS 

This section presents a case study that shows how the 
BWM in this study is applied. The following is a detailed 
explanation of all BMW steps: 

A. Sets a list of criteria 

The set of criteria shall be justified basis on input from 
experts or decision-makers. The literature review was the 
early phase in the specification of the criteria for this research. 
The set of criteria was derived from research by R. 
Gustriansyah [21]. There were twenty criteria identified and 
only ten criteria were approved by experts, ie, C1: Monetary, 
C2: Lead time, C3: Quantity, C4: Season, C5: Services to the 
customer, C6: Check of stock, C7: Discount, C8: Management 
polish, C9: Speculation, and C10: Frequency. These criteria 
would be the basis for the second step of BWM. 

B. Selecting the best and worst criteria 

The selection of the best and worst criteria will be 
determined at this step. The criterion agreed upon by the 
expert/decision-maker as the criterion that has the most 
significant influence in the forecasting of the number of sales 
is the best criterion, while the worst criterion is the least 
significant criterion in forecasting the number of sales based 
on the perception of the expert/decision-maker. This 
perception was collected using a direct survey. Three experts 
were requested to express their priorities. The consensus of 
each expert shall be used to finalize the priority ratings. 

C. Establish the priority rating  for the best criterion over all 

other criteria 

This step is to identify the priorities for the best criterion 
from among all criteria. This information is also gathered by 
the use of the survey form. The experts will state their 
priorities for the best criterion over each other criteria using 
values ranging from 1 to 9. The results of the questionnaire in 
the Best-to-Others (BO) vectors can be observed in Table II. 

TABLE II.  BO VECTORS FROM EXPERTS 

Expert 
Best 

Criterion 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

1 Quantity 3 3 1 4 6 5 2 7 8 9 

2 Monetary 1 5 2 3 5 7 2 8 6 9 

3 Frequency 2 4 3 2 5 6 1 7 3 9 

D. Establish the priority rating for all other criteria over 

the worst criterion 

In this step, the experts are requested to give their priority 
for all other criteria over the worst. Values ranging from 1 to 
9 will be used again. The results of the questionnaire in the 
Others-to-Worst (OW) vectors are observed in Table III. 

TABLE III.  OW-VECTORS FROM EXPERTS 

Expert 1 2 3 

Criteria 
Worst Criterion 

Speculation Speculation Speculation 

C1 8 9 8 

C2 7 3 3 

C3 9 6 7 

C4 6 7 6 

C5 4 4 3 

C6 5 2 5 

C7 8 8 9 

C8 3 3 2 

C9 2 5 4 

C10 1 1 1 

 
After the finalization of the criteria, the next step is to 
calculate the weights of these criteria. 

E. Calculation of the weights 

The weights were calculated using the linear BWM model 
(2), where the average weight of each criterion obtained from 
the three experts results in a single weighted vector which can 
be observed in Table IV. 

TABLE IV.  OVERALL WEIGHTS FROM THE THREE EXPERTS 

Criteria 
Weights from Expert 

Average 
1 2 3 

C1
* Monetary 0.114239 0.262750 0.154645 0.177211 

C2
* Lead time 0.114239 0.066013 0.077323 0.085858 

C3
* Quantity 0.274174 0.165033 0.103097 0.180768 

C4
* Season 0.085679 0.110022 0.154645 0.116782 

C5
* Services 0.057120 0.066013 0.061858 0.061664 

C6
* Check of stock 0.068543 0.047152 0.051548 0.055748 

C7
* Frequency 0.171359 0.165033 0.252316 0.196236 
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Criteria 
Weights from Expert 

Average 
1 2 3 

C8
* Discount 0.048960 0.041258 0.044184 0.044801 

C9
* Management 0.042840 0.055011 0.078679 0.058843 

C10
* Speculation 0.022848 0.021715 0.021705 0.022089 

 ξ* 0.068543 0.067316 0.056975 0.064278 

 
ξ* is the consistency indicator for the comparisons. Table 

IV shows that the results were very high consistency since the 
value was near zero. 

By solving (1) and (2) for pairwise comparison of all 
criteria, the weights of each criterion are generated, these 
weights are used for rank as well as for obtaining the priority 
value of each criterion. 

As can be observed from Table IV and Fig. 2 that for the 
case company, the most significant criteria, namely 
'Frequency', 'Quantity', and 'Monetary' are the three criteria of 
the decision support system that most influences in forecasting 
the number of sales, with the weight of each criterion are 
0.196236, 0.180768, and 0.177211 after normalization. 

 

Fig. 2. Ranking of decision support system criteria that influence in 
forecasting the number of sales. 

F. Effect of uncertainty on the ranking of each criterion 

This step will investigate whether the application of 
uncertainty to the opinion of experts can affect the ranking of 
decision support system criteria. This finding can generate 
robust decisions against errors. 

If random error (e) is inserted in each pairwise comparison 
for all criteria, assuming that the opinion of the decision-
makers has errors it will produce an example of the Best-to-
Others (BO) and Others-to-Worst (OW) vectors as can be 
observed in Table V and Table VI. Where the determination 
of the error value could be larger than 1, however, a larger 
error value indicates a smaller level of confidence in the 
opinion of the decision-maker. Then, the error value for each 
pairwise comparison may differ from one criterion to another, 
depending on the characteristics of each criterion. 

TABLE V.  PAIRWISE COMPARISON OF BO VECTORS WITH RANDOM 

ERRORS AS AN EXAMPLE 

Expert 1 2 3 

Criteria 
Best Criterion 

Quantity Monetary Frequency 

C1
* Monetary 3 ± 0.25 1 2 ± 0.15 

C2
* Lead time 3 ± 0.25 5 ± 0.45 4 ± 0.35 

C3
* Quantity 1 2 ± 0.15 3 ± 0.25 

C4
* Season 4 ± 0.35 3 ± 0.25 2 ± 0.15 

C5
* Services 6 ± 0.55 5 ± 0.45 5 ± 0.45 

C6
* Check of stock 5 ± 0.45 7 ± 0.65 6 ± 0.55 

C7
* Frequency 2 ± 0.15 2 ± 0.15 1 

C8
* Discount 7 ± 0.65 8 ± 0.75 7 ± 0.65 

C9
* Management 8 ± 0.75 6 ± 0.55 3 ± 0.25 

C10
* Speculation 9 ± 0.85 9 ± 0.85 9 ± 0.85 

 

TABLE VI.  PAIRWISE COMPARISON OF OW VECTORS WITH RANDOM 

ERRORS AS AN EXAMPLE 

Expert 1 2 3 

Criteria Worst Criterion: Speculation 

C1
* Monetary 8 ± 0.75 9 ± 0.85 8 ± 0.75 

C2
* Lead time 7 ± 0.65 3 ± 0.25 3 ± 0.25 

C3
* Quantity 9 ± 0.85 6 ± 0.55 7 ± 0.65 

C4
* Season 6 ± 0.55 7 ± 0.65 6 ± 0.55 

C5
* Services 4 ± 0.35 4 ± 0.35 3 ± 0.25 

C6
* Check of stock 5 ± 0.45 2 ± 0.15 5 ± 0.45 

C7
* Frequency 8 ± 0.75 8 ± 0.75 9 ± 0.85 

C8
* Discount 3 ± 0.25 3 ± 0.25 2 ± 0.15 

C9
* Management 2 ± 0.15 5 ± 0.45 4 ± 0.35 

C10
* Speculation 1 1 1 

 
The application of uncertainty to this example using (4) has 
resulted in the average weighting of each criterion and a 
ranking of the criteria as shown in Table VII and Fig. 3. 

TABLE VII.  NUMERICAL RESULTS AND THE RANKING OF EACH 

CRITERION 

Criteria 
Average Weights The Ranking 

e = 0 e ≠  0 Nominal Uncertain 

C1
* Monetary 0.177211 0.178155 3 3 

C2
* Lead time 0.085858 0.084390 5 5 

C3
* Quantity 0.180768 0.181203 2 2 

C4
* Season 0.116782 0.114980 4 4 

C5
* Services 0.061664 0.060295 6 7 

C6
* Check of stock 0.055748 0.054524 8 8 

C7
* Frequency 0.196236 0.196531 1 1 

C8
* Discount 0.044801 0.043719 9 9 

C9
* Management 0.058843 0.063428 7 6 

C10
* Speculation 0.022089 0.022775 10 10 

ξ R* 0.064278 0.081818  
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Fig. 3. Comparison of rankings in nominal and uncertain problems. 

In line with Table VII, it can be seen that applying 
uncertainty can reduce the consistency of pairwise 
comparisons. Where for e = 0 in this case, all criterion has the 
same weight and rank as the nominal situation. The resulting 
inconsistency level is low (0.0643) or has a high-reliability 
level (≅ 94%). 

As for e ≠ 0, the resulting inconsistency level is still low 
(0.0818). This means that the level of reliability and 
consistency is high (≅ 92%). This indicates that the 
application of uncertainty to the criteria in this case study will 
not lead to inconsistencies and thus will not reduce the 
rationality of the results. 

The experimental results show that applying uncertainty to 
a decision support system can change the ranking criteria and 
can influence the final decision as shown in Fig. 3. However, 
in this case, the change in ranking did not have a significant 
effect on the results of this study. 

IV. CONCLUSION 

According to the findings in the empirical case study on 
the results of this study that the BWM can determine the most 
significant criteria affect in forecasting the number of sales. 
The three most significant criteria are Frequency, Quantity, 
and Monetary. 

This shows that several criteria have a significant effect 
that must be considered in developing a decision support 
system for forecasting the number of sales. 

Furthermore, the experimental results in this case study 
show that the application of uncertainty can alter the ranking 
of criteria, however, it did not have a significant effect so that 
the results of decision making (determining criteria) in this 
case study are rational. 

As a future work in this field is to build a sales forecasting 
model that integrates the results of this study with the results 
of the study [22] to improve the performance of the research 
model [21]. 
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