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Abstract. PLN (State Electricity Company) is in charge of providing stock of needs for the 
grouping of electrical power and classification for each region in Lhokseumawe City. The 
area that were grouped based on the amount of power consists of the four subdistricts, 
namely Banda Sakti, Blang Mangat, Muara Dua and Muara Satu, each of which is sourced 
from the village. The importance of clusters is to separate each data between  data in the 
villages  that will be input  into sub-district data. Furthermore, the K-Means Clustering 
Classification was used in determining the grouping of electrical power needs in each region 
in the Lhokseumawe City where this system classify the electricity stock needs in each 
region categorized into a cluster.  In this study, Clustering Classification of K-Means 
variables include job (V1), overall income (V2), house area (V3), number of rooms (V4), 
number of electronic equipment (V5) and total of power usage (V6). Results of grouping of 
C1 system = Subsidy R-1/450 VA, C2 = Subsidy R-1/900 VA, C3 = Non Subsidy R-1/900, 
C4 = Non Subsidy R-1/1300, C5 = Non Subsidy R- 1/2200 VA.  The purpose of this study is 
to be able to predict the classification of each electric power requirement for each region 
based on the input data per district. This has an impact on the community and PLN's stock of 
electricity needs in order to remain stable. It is found out  from the Clustering K-Means 
Classification that there is a new cluster for  Banda Sakti. The last step in determining 
Clustering K- Means stopped at the the iteration 3 until the cluster is optimal. The results of 
this study are in the form of grouping of PLN Customers from each region displayed in the 
system in the form of classification of electrical power in each subdistrictdistrict. 
Furthermore, the grouping can be recommended to predict the power needs of each sub-
district and belong to the cluster provided by the PLN. 
Keywords: Clustering, K-Means, Electricity Needs 

 
1. Background 

Development in an area is very important for the electrical energy needs of the power 
that will be provided by PT PLN in each region. The regional development will increase the 
consumption of electricity for each region and be grouped according to the power needs of 
each region. For the area with  high electrical power needs, the energy consumption level 
will be prioritized. Whereas for areas with little electricity consumption, the PLN of 
Lhokseumawe adjust the power supply based on the level of needs of each region. 

The sustainable development with rapid technological advances and improvement in 
living standards can cause the consumption of electrical energy to continue to increase. The 
availability of electricity is the subject of discussion in a region for the distribution of 
clusters in the community is based on the level of power used.  

To avoid the occurrence of electrical energy and supply crisis, a classification model is 
needed as the development of the system model in the power requirements that will be 
supplied to each region. Furthermore, this system can also estimate the amount of electricity 
demand in the coming years. This is related to the amount of additional electricity supply 
that is used for each region. 

The grouping in the application of electrical power clustering for each region in the 
working area of PLN  lhokseumawe has variable value consisting of job (V1), overall 
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income (V2), house area (V3), number of rooms (V4), number of equipment electronic (V5) 
and the amount of usage power (V6), each of which can be grouped into clustering 
classification to be able to calculate the power requirements of each sub-district or region 
grouping of lhokseumawe city. Furthermore, these variables were included in the process of 
k-means clustering in determining the amount of power in each region and the system to be 
built can predict the total amount of power installed from each grouping region. 
2. Literature Review 

(Tampubolon and Reinhardt, 2014), The use of electricity is expected to increase every 
year. This is due to the growing needs of the community that must be met. Many factors 
affect the level of electrical energy needs, such as economic, population, territorial, and other 
factors. According to the level of electrical energy needs are influenced by the following 
factors: Economic factors that affect the level of electricity demand is the growth of GRDP 
(Gross Regional Domestic Product). In general, GRDP can be divided into 3 sectors, namely 
the GRDP of the commercial (business) sector, the industrial sector and the public sector. 
Economic activities categorized as commercial or business sectors are electricity, gas and 
clean water, building and construction, trade and transportation and communication. 

Load requirements from an area depend on the conditions of the region, the population 
and the standard of life, the current and future development plans, power prices and so on. 
Consumers expect to receive continuous service. Consumer demand that power must be 
supplied at any time makes electricity companies must provide facilities for their maximum 
needs, electricity reserves may be needed. Consumers should not be allowed to wait (Sheng 
et al., 2013) which includes:  
1. Load Type In general, the distribution of expenses (type - type of load) is divided: 

domestic, commercial and industrial. The division of this load area is based on the nature 
and load characteristics of each of the load areas mentioned above, where the load 
conditions are very different in nature and characteristics. 

2. Domestic Load Distributed in residential areas. Electrical equipment consists of lamps, 
lighting, fans, irons, household appliances such as heaters, refrigerators, air conditioners, 
stirrers, customer appliances, electric stoves and small motors for pumps, and tools - 
small appliances for other households. 

3. Commercial Load Distributed to trading areas located in the city center. Electrical 
equipment consists of lighting for cities and billboards and so on, fans, air conditioners, 
heaters and other electrical equipment used in shops, restaurants, markets and so on.. 

4. Industrial Load Distributed to industrial areas or factories located on the outskirts of the 
city. Equipment such as electric motors as a driving force, electricity generators as a 
backup of electrical power if the supply of the nets is disturbed. 
Clustering is the process of dividing data in a set into several groups whose similarity in 

data in a group is greater than the similarity of the data with other group data. The potential 
of clustering is that it can be used to determine the structure in the data that can be used 
further in various external applications such as classification, image processing, and pattern 
recognition. (Ipmawati, Kusrini and Luthfi, 2017). 

K-Means algorithm is one of the non-hierarchical data clustering methods that try to 
partition existing data into one or more clusters / groups. This method partition data into 
clusters / groups so that data that has the same characteristics are grouped into the same 
cluster. According to (Vaswani et al., 2013) the K-Means algorithm is one of the most 
frequently used data grouping techniques. K-Means groups similar objects in the same 
cluster.  

Clustering is the process of dividing data in a set into several groups whose similarity in 
data in a group is greater than the similarity of the data with other group data. Potential 
clustering of various external applications such as classification, image processing, and 
pattern recognition. Clustering analysis is an attempt to identify groups of similar objects and 
help find patterns of distribution and patterns of large data sets. (Ipmawati, Kusrini and 
Luthfi, 2017).  

According to (Shang, 2011) Clustering is the activity of grouping objects into a 
cluster, so that objects in a cluster have a great resemblance to other objects on the same 
cluster and are different from objects in other clusters. Several methods can be used in 
developing the K-Means Clustering clustering method. Clustering described by (II, 2009) is 



3 
 

defined by dividing data objects (forms, entities, examples, obedience, units) of a number of 
groups (groups, sections or categories).  

(Ula et al., 2017) Search method uses a forward chaining while deficiencies to deal with 
the uncertainties arising used method of application Mycin certainty factor. To facilitate the 
users, the system is made by using mobile technology. Based on testing performed to the 
expert can be proved that the expert system built able to diagnose the deficiency of vitamins 
and minerals with a value of 100% accuracy the truth. By knowing deficiency that occurs 
then the handling and prevention can be done in a timely fashion. 

(Hendriana and Hardi, 2017) The presence of mobile phone or mobile phone that has 
been known and used by many people, who are able to communicate wherever they are, 
without being limited by space and range of cable lengths could be a solution for the needs 
of remote objects as described above. One of the most popular mobile phone function is to 
send and receive SMS. SMS is suitable for the control system of wireless real time because 
the speed of data delivery, efficiency and breadth of coverage, but the excess mobile phone 
with SMS facility of its still needs to be connected to a control device to be able to control on 
/ off devices electric remotely. 

(Hardi, 2015) Likewise, this system should be protected by viruses. Through antivirus 
development based on client servers, users can easily find out the behavior of viruses and 
worms, knowing what parts of an operating system are attacked by viruses and worms, 
creating their own network-based antivirus development. client server and can also be relied 
upon as a fast and reliable engine scanner for recognizing viruses and saving in memory 
management. thus the system can be run as expected. 

The K-Means algorithm is one method in clustering or grouping functions. Clustering 
refers to grouping data, observations or cases based on the similarity of the object under 
study. A cluster is a collection of data similar to others or data inequality in other groups 
(Larose and D’Auteuil, 2006).  

The steps in the K-Means algorithm are as follows:   
1. Determine the K where K is the many clusters you want to form.  
2. Select K data at random from the data as the initial group center ().  
3. This 3rd step is done:  

a. Determine the distance of each data with each centroid. Here you will see the data will 
become a member of the kth cluster. 

……………………………………... (2.1) 

Information: 
 = The shortest distance between and where is the data and is the centroid 
 =  Value of data to -j and  =  Centroid value to -j 

b. Calculate  BCV ( Between Cluster Variation )  
    ………………………………………………….…………… (2.2) 

Information : = Distance between clusters and = Distance between clusters  
to clusters 

c. Calculate WCV( Within cluster Variation )  
WCV is the minimum number of squares the center distance of each cluster. 

 ………………………..………........................... (2.3) 
Information: 
WCV = Distance between members in Cluster and k = Number of data and i = number  
of clusters 

 = Membership of data to-k to cluster I and = Data to-k; = Centroid value to -i 
d. Calculate ratio  

     ……………………………………………………….………… ……(2.4) 
Description: r = Ratio 
WCV = Distance between members in Cluster and BCV = Distance between clusters 

4. Update group centers  



4 
 

 =         ……..………………………………………. ………………….... (2.5) 

Information : 
= Centroid to-I and  = The amount of data per cluster to -I and = Number of 

cluster values to-i 
3. RESULTS AND DISCUSSION 
Analysis of Discussion 

The high population growth has led to the high demand for electricity in the city of 
Lhokseumawe which in 2020 is expected to increase to 15%. Based on the results of the data 
prediction, PT PLN Lhokseumawe must be able to predict the patterns of grouping from 
each sub district in lhokseumawe area. The K-Means clustering algorithm model can classify 
electrical power needs and can predict the number of stock requests of each region which is 
seen from the customer data in each village and  sub-district. This will be useful for PLN in 
monitoring the supply  of electric power so that the distribution of electrical energy remains 
stable and not much power is wasted. 

The availability of electricity has now become the main discussion in the community 
along with the increasing socio-economic growth of the community. To avoid the occurrence 
of the electricity energy crisis, a classification model is needed as an initial step in the 
development of the electricity system by making an estimate of the amount of electricity 
demand in the coming years. 
3.1 Manual Model K-Means Clustering 

Variable value data that determines the size of the electricity load required. The variable 
entered based on the case is: 
V 1=work, V2= overall income, V3= spacious house, V4= number of rooms, V5 = the 
amount of electronic equipment, V 6 = the amount of power consumption,  The values of 
these variables will be grouped into four groups (K = 4) namely,  
C1 = Subsidi R-1/450 VA, C2 = Subsidi R-1/900 VA, C3 = Non Subsidi R-1/900, C4 = Non 
Subsidi R-1/1300 

Table 3.1. Customer data 
Number Customer's name V1 V2 V3 V4 V5 V6 

1 Anismar 7 4 3 1 1 4 

2 Budi susia 6 3 4 1 5 7 
3 renardiani 4 6 2 2 3 5 
4 Dian eka satria 3 5 1 3 6 1 
5 Eko satria 2 4 6 5 8 8 

6 Fitria Eri 7 6 7 8 7 9 
7 Rendi Artanegara 7 8 9 6 9 8 
8 Heri Prasetya 6 6 4 6 5 9 

9 Lusia prania 8 1 3 4 3 7 
10 Junaidi 9 1 9 8 4 9 

The initial process of the k-means method is to determine the center of the cluster 
(centroid) arbitrarily, based on the table above any cluster center that can be determined, 
among others: C1 = (2), C2 = (9), C3 = (4), C4 = (7). Then calculate the distance of each 
data to each cluster center. 

The first data distance (A) with the first cluster center: 

  
  

  
Second data distance (B) with the first cluster center: 

  
  

Third data distance (C) with the first cluster center: 
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Fourth data distance (D) with the first cluster center: 

  
  

  
The search results for the distance between the data and the cluster center are then 

entered into the following table. A data will be a member of a cluster that has the smallest 
distance from the center of the cluster. For example for the first data (A), the smallest 
distance is obtained in the third cluster (C3), so the first data will become a member of the 
third cluster. 

Table 2. Data distance to the initial cluster 

Num Customer's name 
Distance 

MIN Cluster member 
C1 C2 C3 

1 Anismar 6.08276253 7.41619848 11.3578166 6.08276253 C1 
2 Budi susia 7.14142842 4.58257569 9 4.58257569 C2 
3 renardiani 5.91607978 5.19615242 10.0498756 5.19615242 C2 
4 Dian eka satria 6.16441400 7.61577310 12 6.16441400 C1 
5 Eko satria 9.38083152 4.47213595 7.48331477 4.47213595 C2 
6 Fitria Eri 11.9582607 5.3851648 1.73205080 1.73205080 C3 
7 Rendi Artanegara 13.8564064 6.1644140 4.47213595 4.47213595 C3 
8 Heri Prasetya 9.32737905 3.3166247 4.12310562 3.31662479 C2 
9 Lusia prania 6.55743852 6.8556546 9 6.55743852 C1 

10 Junaidi 11.8743420 9 7.41619848 7.41619848 C3 
The search results for the distance between the data and the cluster center are then 

entered into the following table. A data will be a member of a cluster that has the smallest 
distance from the center of the cluster. Furthermore, it will be fixed on the distance of data to 
the new cluster 1 as follows: 

Table 3. Distance Search Results 

Num Customer's 
name 

Distance MIN Cluster 
member C1 C2 C3 

1 Anismar 3.1797973 6.53356717 11.1305385 3.17979733 C1 
2 Budi susia 4.1766546 3.41869858 8.43932593 3.41869858 C2 
3 renardiani 3.5746017 4.26468052 10.4827901 3.57460176 C1 
4 Dian eka satria 5.4569018 7.15454401 12.3917535 5.45690184 C1 
5 Eko satria 8.5505035 4.60298816 6.79869268 4.60298816 C2 
6 Fitria Eri 9.8375697 6.57171971 1.97202659 1.97202659 C3 

7 Rendi 
Artanegara 11.244751 7.91754381 4.18993503 4.18993503 C3 

8 Heri Prasetya 6.9841089 3.63145976 5.21749194 3.63145976 C2 
9 Lusia prania 4.5582647 5.71729831 8.47873156 4.55826477 C1 

10 Junaidi 10.619688 9.17537465 5.088112507 5.0881125 C3 
 
Next, determine the new cluster center of each data by looking for the average of the 

values of the variables included in a cluster in seeing the results of the k-means classification 
for clusters are as follows: 

Table 4. New Cluster Distance Search Results 
NEW CLUSTER 1 

Cluster V1 V2 V3 V4 V5 V6 

C1 6 3.3333 2.333333 2.6666666 3.3333333 4 
C2 4.5 4.75 4 3.5 5.25 7.25 
C3 7.6666667 5 8.3333333 7.3333333 6.6666666 8.66666666 
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Next, determine the new cluster center of each data by looking for the average of the 
values of the variables included in a cluster in seeing the optimal results of the k-means 
classification for the cluster and the results are as follows: 

Table 5. Optimal New Cluster Distance Search Results 
NEW CLUSTER2 

Cluster V1 V2 V3 V4 V5 V6 
C1 5.5 4 2.25 2.5 3.25 4.25 

C2 4.666667 4.3333333 4.666667 4 6 8 
C3 7.666667 5 8.333333 7.333333 6.66666667 8.6666667 

 
3.1 Implementasi Program Model K-Means Clustering 
A. Customer Data Input 
 The customer input data consisting of, inputting the customer's name, input the name 
of the village, input sub-district data and input data variables, the following are as follows: 
 
 

 
Picture 3.1 Customer Data Input 

B. Customer data 
 The customer data consisting of, customer ID, customer name, village name, sub-
district data and variable data name, the following are as follows: 
 

 
Gambar 3.2 Customer data 

B. Customer Data for each Cluster 
 The customer data that consists of, the customer's name, the name of the village, 
subdistrict of data center and cluster centroid, the following views are as follows: and cluster 
consisting of C1 = Subsidi R-1/450 VA, C2 = Subsidi R-1/900 VA, C3 = Non Subsidi R-
1/900,  C4 = Non Subsidi R-1/1300, C5= Non Subsidi R-1/2200 VA. The customer data 
consists of, customer name, village name, sub-district data and center of the centroid cluster, 
the following are as follows:  
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Picture 3.3 Customer Data in each cluster center cluster 1 

D. The results of the K-Means Algorithm for optimal centroids 
The customer data consists of, customer name, village name, sub-district data and 

center of the centroid 2 cluster and the iteration is stopped because the cluser centroid center 
has been optimized, the following display is as follows: 

 
Picture 3.3 Customer data on each cluster cluster is optimal 

D. Grafik Graph of grouping will need electric power requirements for each regional cluster. 
Graph of grouping will need electric power requirements for each regional cluster. 

The data of the electrical power requirements for each sub-district data and the center of the 
centroid 2 cluster, the following display is as follows: 

 
Figure 3.4 Chart Electricity Needs in each district 

4. Conclusion 
1. To facilitate PT. PLN Lhokseumawe in predicting the power needs for each sub-

district namely Banda Sakti, Blang Mangat, Muara Dua and Muara Dua. 
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Furthermore, it can be used as an evaluation tool for PT PLN in the amount of 
power needed so that the electricity used for each region can be sufficient and 
there no power wasted. 

2. The results of the system application can be directly seen in the grouping of new 
customers, so that the system built can determine the classification of each 
customer, for example Muhammad Palin, Muara Satu sub-district as new 
customer with a total income of 2 million, with data on the number of buildings 
(> 2) number of rooms: 2, work as labor, house size is small ( 5x6m), and has few 
of electronic equipment. So the value of centroid 1 is 5.7445, the optimal centroid 
value is 2,236. then the result of clustering is in cluster C2. 

3. Facilitate PLN in predicting the fulfillment of electric power needs in each region 
as seen from the current demand of each sub-district and the demand for 
electricity stock in the future. 

 
5. Suggestions 

1. It is better to use a combain method in predicting Electric Stock Needs Fulfillment in 
Lhokseumawe City so that it can know the shortcomings and advantages of each 
method. 

2. There needs to be further development using other methods such as automatic 
clustering and optimization of the best results. 
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