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Abstract. With the few numbers of cardiologists in Indonesia who not evenly distributed, 

especially in rural areas, there has been a lot of smart telehealth specifically developed for heart 

monitoring using ECG. Many techniques have been developed to improve the accuracy of this 

device by using datasets that are mostly imbalanced, more positive data than negative. This 

paper presents the comparison of negative to positive training dataset ratio on atrial fibrillation 

classification machine learning algorithms performance. An AliveCor ECG recording dataset is 

train with deep neural networks, support vector machine and logistic regression as classifier 

with three different ratios, 1:1, 1:5 to 1:All. Results show an increase in classifier performance 

along with the increasing number of negative data.  

1.  Introduction 

Electrocardiography plays a very important role in the medical field, because it functions to evaluate 

electrical activity and conditions in the human heart. The results of the evaluation will be in the form 

of a graph or signal that represents the human heart rate per unit of time, better known as an 

Electrocardiogram (ECG) [1]. Evaluating ECG signals is important, because a normal or regular heart 

rate is very important for pumping blood flow to all parts of the body[2], [3]. 

Electrocardiography can be regarded as the most common technique or method for diagnosing 

arrhythmias, because all activities related to electricity to the heart can be detected using an ECG 

signal. One of the most common types of arrhythmias, namely Atrial Fibrillation (AF). AF usually 

occurs because the heart beats too fast or too slow, and atrial activity is irregular and out of sync. 

Besides there is also no P wave on the ECG signal. If it is not immediately treated, AF can cause new 

problems, because about 1-2% of the population with AF has a stroke, one of which is AF. There are 2 

approaches used to detect AF, the first approach is more focused on the cause of the absence of P 

waves or disturbances in the P wave. While the second approach is more focused on heart rate by 

detecting QRS waves [4], [5]. 

Recently there have been many techniques applied to classify cardiac arrhythmias; Deep Belief 

Network (DBN) )[6], Support Vector Machines (SVM) )[7], k -Nearest Neighbor (kNN) and Neural 

Network (NN) ) [8], Lead Convolutional Neural Network (LCNN) [9], Convolutional Neural Network 

(CNN) [10], a combination of Variational Mode Decomposition (VMD) and Deep Belief Network 
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(DBN) [11], as well as a combination of Convolutional Neural Network (CNN) and Long Short Term 

Memory (LSTM) ) [12] which produce varying degrees of accuracy.  

There are two standard datasets used in the AF classification research, MIT-BIH Atrial Fibrillation 

Database[13][14][15][16][17] dan Physionet Atrial Fibrillation Database [13][18][19][20][4]. Two of 

them are imbalanced. There is another imbalanced dataset used on ECG classification 

research[21].This paper show how imbalanced AF dataset affect AF classification machine 

learning algorithms performance.  

2.  Methods 

In this paper, we compare classifiers performance based on 3 ratios of negative and positive data, 

1:1, 1:5, dan 1:R with the following stages of scenarios;  

2.1.  Dataset 

The ECG dataset used for the Atrial Fibrillation classification is obtained from physionet.org[22]. The 

raw data obtained consists of 2 files, files with mat and hea extension. Mat files contain ECG signal 

data, and hea files contain information about ECG signals. This dataset is recorded using AliveCor by 

holding electrodes on each hand and stored in a frequency of 300 Hz and 16 bits. With an ECG signal 

sampling frequency of 300 Hz, the ECG signal length is equal to 300 nodes in every second. 

The dataset consists of 8528 ECG leads 1 (LA-RA) signal recordings. ECG signal recordings have 

different signal length ranges, from the shortest 9 seconds to 60 seconds for the longest, with an 

average signal length of 30 seconds (Table 1). The dataset consists of 5076 normal ECG signal data, 

758 atrial fibrillation, 279 noisy and 2415 other rhythms ECG signal data. This paper only uses 2 

classes, AF and normal. Normal class is represented by 0 (5076 rows of data) and AF is represented by 

1 (758 rows of data). So the total data used is 5834 data lines. 

 

Table 1. Dataset Description 

Class Record 
Length (nodes) 

Mean SD Max Median Min 

normal 5076 9570 3000 18300 9000 2700 

AF 758 9480 3750 18000 9000 3000 

other rhythm 2415 10230 3540 18270 9000 2730 

noisy 279 8130 2700 18000 9000 3060 

total 8528 9750 3270 18300 9000 2700 

2.2.  Data Pre-processing 

Data Pre-processing applied to datasets are signal normalization and signal denoising. Signal 

normalization is used to overcome the range of amplitude in different signals. The amplitude of the 

normalized signal will be in the range 0 and 1. The signal normalization process uses bound 

normalization (equation 1) from the WFDB package.   

 𝐹(𝑥) = 𝑥 ∗ 𝑐𝑜𝑒𝑓 − ((
max(𝑥)−(max(𝑥)−min(𝑥))

2
) ∗ 𝑐𝑜𝑒𝑓) + 𝑚𝑖𝑑 (1) 

 𝑐𝑜𝑒𝑓 =
(𝑢𝑏−𝑙𝑏)

(max(𝑥)−min(𝑥))
 (2) 

 𝑚𝑖𝑑 =  
𝑢𝑏−(𝑢𝑏−𝑙𝑏)

2
 (3) 

 

By normalizing the signal, the normalized signal will have an amplitude range in the range 0 and 1, 

with a lower limit of 0 and an upper limit of 1. The normalization process also uses a sampling 
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frequency of signals of 300 Hz. This normalization method does not change the morphology of the 

signal. 

The second pre-processing is signal denoising. In this paper we used discrete wavelet transform 

(DWT) to denoising the signals, because DWT is very efficient in terms of analysis and signal 

denoising. DWT is used to analyze signals by breaking the signals at different resolutions. We applied 

8 levels DWT. Where the largest frequency sequence starts from the first to 8th level. We used Symlets 

sym5 as the wavelet function to reduce or eliminate noise in the signal, while for thresholding we used  

Soft Thresholding with the universal threshold (equation 4) [23]. 

 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑖𝑛𝑔 (𝑡) =  𝜎 √2 log 𝑁 (4) 

Where N is the length of the ECG signal, while σ is the standard deviation of noise (equation 5). 

 𝜎 = (𝑚𝑒𝑑𝑖𝑎𝑛 |𝑐𝐷𝑗| 0.6457⁄ ) (5) 

Whereas, cDj is obtained using equation 6. 

 c𝐷̂𝑗 =  { 
𝑠𝑖𝑔𝑛(𝑐𝐷𝑗)(|𝑐𝐷𝑗| − 𝑡), |𝑐𝐷𝑗|  ≥ 𝑡

  0,                                         |𝑐𝐷𝑗|  ≤ 𝑡  
 (6) 

Signals denoising is used to detect R peak. Detection of R peak uses the xqrs detection function of t 

WFDB package, where the sampling frequency becomes one of the parameters or elements used to 

obtain the R peak. After the R peak of all signals is obtained. 

The next step is to calculate the RR interval based on the R peak. Just as in the signal normalization 

and R peak processes, to calculate this RR interval also uses the sampling frequency as one of the 

parameters. The RR interval has the main requirement, which must have at least 2 R peaks, so for 

signals that only produce 1 R peak it will not be able to produce RR intervals. Therefore, samples that 

cannot produce the interval RR will be filled with 0 (Zero) in order to pass the next stage. 

2.3.  Feature Extraction 

A feature that will be processed into the classifier, namely Heart Rate Variability (HRV) features[24]. 

The feature is obtained by using the hrvanalysis package. The interval RR is used as an input. Because 

there are several NaN results from the RR interval. Then NaN is replaced by number 0 (Zero). The 

feature used in the classifier is in the Time Domain Features section; the mean of RR-intervals 

(mean_nni), the standard deviation of the time interval between successive normal heart beats(sdnn), 

the standard deviation of differences between adjacent RR-intervals (sdsd), the square root of the 

mean of the sum of the squares of differences between adjacent NN-intervals (rmssd), median 

Absolute values of the successive differences between the RR-intervals (median_nni), Number of 

interval differences of successive RR-intervals greater than 50 ms (nni_50), the proportion derived by 

dividing nni_50 (pnni_50), number of interval differences of successive RR-intervals greater than 20 

ms(nni_20), the proportion derived by dividing nni_20 (The number of interval differences of 

successive RR-intervals greater than 20 ms (pnni_20), difference between the maximum and minimum 

nn_interval (range_nni), coefficient of variation of successive differences equal to the rmssd divided 

by mean_nni(cvsd), coefficient of variation equal to the ratio of sdnn divided by mean_nni (cvnni), the 

mean Heart Rate (mean_hr), max heart rate (max_hr), min heart rate (min_hr), standard deviation of 

heart rate (std_hr). 

2.4.  Classification 

Before the classification process, the data is divided into 80% and 20% for each ratio. Three classifiers 

are prepared for 3 data ratios; Deep Neural Network (DNN), Support Vector Machine (SVM), and 

Logistic Regression. 

2.4.1.  Deep Neural Network. In the DNN scenario, the best architecture used is composed of 7 

layers consisting of 1 input layer, 5 hidden layers, and 1 output layer. Where the input layer consists of 
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16 nodes which are the result of feature extraction from the HRV analysis, while the 5 hidden layers 

each use 100 nodes, and the output layer consists of 1 nodes whose contents are 0 or 1. With the 

activation function of each layer using Rectified Linear Units (ReLU) and Sigmoid for the output 

layer. The configuration of this DNN model uses Adam optimizers with a learning rate of 0.0001, and 

the loss function used is Crossentropy Binary. The model trained uses a batch size of 16 with an epoch 

of 100. 

2.4.2.  Support Vector Machine. SVM is chosen because this method can handle high dimensional 

data [25]. In the SVM scenario, the values for the parameters used are obtained from the results of 

automatic tuning based on the data that will be used for training, resulting in the best parameter values. 

The kernel used is the Radial Basis Function (RBF). The values for the C parameter provided during 

SVM tuning include 0.001, 0.01, 0.1, 1, 10 and the values for the gamma parameters provided, 

including 0.001, 0.01, 0.1, and 1. The process of tuning values for C and gamma parameters uses 

package GridSearchCV. The results of the tuning process produce C and gamma values of 10 and 1. 

2.4.3.  Logistic Regression. In the LR scenario, the value for the parameter used is the default value 

of the package. The value for the penalty parameter is l2, the dual formulation is set to False, the 

tolerance value is 0.0001. 

2.5.  Model evaluation 

This evaluation is carried out to determine the accuracy and accuracy of the models that have been 

made in conducting the classification. The accuracy and accuracy of the model in conducting 

classification can be calculated using confusion matrix, where in the confusion matrix consists of True 

Negative (TN), False Negative (FN), False Positive (FP), and True Positive (TP). The four terms will 

be used to calculate the performance of the model that has been made[26]. 

3.  Results, Analysis and Discussions 

In the DNN scenario with 1:1 ratio, the accuracy obtained for training and testing is 97.17% and 

97.36%, training and testing loss are 8.3% and 7.9% respectively. While for the DNN scenario with a 

1: 5 ratio, the accuracy of training and testing are 97.99% and 95.71% respectively, training and 

testing loss are 12.75% and 5.69% respectively. And in the DNN scenario for 1: R ratio, the accuracy 

of training and testing are 97.81% and 97.60%,  training and testing loss are 5.63% and 7.89%. 

Performance measurement of the DNN model on testing data shown in figure 1. 

 

 

Figure 1. Performance measurement of the DNN model on testing data 

In the SVM scenario for 1:1 ratio, the accuracy obtained for training and testing are 96.61% and 

97.69% respectively. Whereas for 1:5 ratio, the accuracy obtained for training and testing are 97.58% 
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and 96.37% respectively. And for 1: R ratio, the accuracy of training and testing obtained are 97.53% 

and 97.68%. figure 2 show the performance measurement of SVM model on testing data. 

 

 
Figure 2. Performance measurement of the SVM model on testing data 

 

In the LR scenario for of 1: 1 ratio, the accuracy obtained for training and testing are 94.14% and 

97.03%, respectively. Whereas for 1: 5 ratio, the accuracy obtained for training and testing are 74.77% 

and 71.47% respectively. And for 1: R, ratio, the accuracy of training and testing obtained are 70.45% 

and 69.93%. Figure 3 shows performance measurement of LR Model on testing data. 

 

 
Figure 3. Performance measurement of the LR model on testing data 

 

Based on the accuracy of the training and testing data obtained from the DNN, SVM, and LR 

models, it shown that the data ratio affects the accuracy of the DNN and LR classifiers, but not for 

SVM. For the DNN classifier accuracy of training and testing data, the 1: 5 ratio is affected by 

imbalanced data. Meanwhile, the accuracy of training and testing of the data obtained from the LR 

classifier shows that the more imbalance of a data, the worse performance will be. 

Similar to the performance measurement obtained from the confusion matrix for testing data, a 

good performance value is only found in the ratio 1: 1 for each classifier (figure 4). It means the 

imbalance of data is very affected classifier performance. 
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(a) 

 

 

 

(b)  (c) 

Figure 4. Comparison of performance measurement, (a) precision, (b) recall, dan (c) F1 

Score, of DNN, SVM dan LR classification model  against negative to positive training 

dataset ratio on atrial fibrillation classification 

 

4.  Conclusion 

This paper tested to show how negative to positive training dataset ratio on atrial fibrillation 

classification affect the classifier performance. The result show an increase in all classifiers (DNN, 

SVM, and Logistic Regression) performance along with the increasing number of negative data.  
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