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Abstract. This paper proposes the use of hybrid multilevel thresholding and harmony search 

algorithm (HSA) methods for segmenting the image of the tongue. The Otsu thresholding 

algorithm aided by the HSA optimization algorithm is used to look for optimal solution in order 

to produce the best threshold based on the inserted class. Parameters used there are three levels, 

namely minimum, medium, and maximum. The dataset used consists of the image of the 

Hongkong University Polytechnic Biometric research center and the acquisition image. The 

result shows that the best HSA parameters value is at the medium level with threshold value 5 

for benchmark image with image quality of 35.50 dB, maximum level with threshold value 5 in 

biometric image with image quality of 36.51 dB, and maximum level with threshold value 5 on 

image acquisition with image quality of 38.02 dB. Furthermore, it is expected to conduct research 

with a threshold value of more than 5 with maximum HSA parameters so that it can be used 

better again in the diagnosis of the disease through the tongue. 

1.  Introduction 

The recent development of compute vision is increasing, many applications in various fields such as 

face recognition [1], [2], [3], multi-object recognition [4], environmental image [5], and biomedical 

image [6]. In the image, there is the division of an image into different regions or categories that contain 

each pixel with the same attribute called segmentation. Segmentation is a very important first step in 

image analysis. If segmentation is done well, then all other stages in image analysis will be simpler [7], 

[8]. There are three common approaches to segmentation: thresholding is allocated to categories 

according to the range of values in which a pixel is located, edge-based where pixels are classified as 

edge or non-edge¸ and region based by grouping neighboring pixels and having similar values and 

dividing them into a pixel group that is not different in value. Thresholding is the simplest non-

contextual segmentation technique that converts RGB / Grayscale images into binary images that have 

two regions, one of which contains pixels with input data values smaller than the threshold and the other 

is larger or above the threshold. In segmentation highly dependent on the threshold image and the 

selected thresholding method [9], [10].  

There are several simple and effective threshold techniques for image segmentation that have been 

widely used in computer vision and pattern recognition, including otsu, maximum entropy, minimum 

cross entropy, and histogram. Compared to other threshold segmentation methods, Otsu is the most 

popular for grayscale image segmentation [11], [12], [13], [14]. The Otsu algorithm can provide color 

differences in the grayscale color space so that the threshold images can show differences based on the 

grayscale from 0 to 255 [15], [16]. The Otsu thresholding method involves iterating all possible 

threshold values and calculating the deployment size for the pixel level on each side of the threshold. 

In the process of thresholding required a large calculation, so it takes the optimization process so that 

computation time is fast. There are several methods of optimization that can be used, one of which is 
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Harmony Search Algorithm (HSA) [17], [18], [19]. How these method works are that the value of 

thresholding that has been obtained will be optimized using harmony search algorithm. This algorithm 

is used to optimize the output of Otsu algorithm because this algorithm is better especially in the case 

of determining the truss structure design worth 484.85 [20], [21]. Each solution in this algorithm is 

called Harmony which has a solution archive called harmony memory (HM). At each iteration of 

harmony search, a new harmony will be generated by considering harmony stored in HM with the 

probability of harmony memory (HMCR) or using a random element with a 1-HMCR probability. 

Image segmentation to be done in this paper is segmentation of tongue image using Otsu and HSA 

algorithm. This stage is an early stage in the detection of the disease in the image of the tongue which 

will pass through several other stages. 

2.  Otsu Multilevel Thresholding  

The Otsu algorithm is a global thresholding type first introduced by Nobuyuki Otsu in 1979. The Otsu 

method itself is widely used because it includes a simple but very effective method which uses only the 

maximum variance values of different classes as the criteria in image segmentation. Using the L intensity 

level of the gray image of each RGB color component, the image intensity value can be calculated as 

equation (1): 

𝑃ℎ𝑖
𝑐 =

ℎ𝑖
𝑐

𝑁
, ∑ 𝑃ℎ𝑖

𝑐 = 1,𝑁
𝑖=1                              (1) 

               𝑐 = {
1,2,3, if RGB,

1, if grayscale,
 

Where: 

𝑃ℎ𝑖
𝑐 = Distribution probability 

ℎ𝑖
𝑐 = Pixel value corresponding to the intensity level from i until c 

N = the number of pixels in the image 

I = intensity level (0 ≤ i ≤ L-1) 

C = Image component (grayscale or RGB) 

 

The next step of the histogram is normalized in the probability distribution using the following 

equation (2): 

𝜔0
𝐶(𝑡ℎ) = ∑ 𝑃ℎ𝑖

𝑐𝑡ℎ
𝑖=1 , 𝜔1

𝐶(𝑡ℎ) = ∑ 𝑃ℎ𝑖
𝑐𝐿

𝑖=𝑡ℎ+1 ∙                                                                                    
(2) 

 

         𝐶1 =
𝑃ℎ1

𝑐

𝜔0
𝑐(𝑡ℎ)

, ⋯ ,
𝑃ℎ𝑡ℎ

𝑐

𝜔0
𝑐(𝑡ℎ)

, 𝐶2 =
𝑃ℎ𝑡ℎ+1

𝑐

𝜔1
𝑐(𝑡ℎ)

, ⋯ ,
𝑃ℎ𝐿

𝑐

𝜔1
𝑐(𝑡ℎ)

, 

Where: 𝜔0(𝑡ℎ) and 𝜔1(𝑡ℎ) = Distribution probability from C1 and C2. 

Next look for computing average levels and variants between classes using the following equation (3): 

𝜇0
𝑐 = ∑

𝑖𝑃ℎ𝑖
𝑐

𝜔0
𝑐(𝑡ℎ)

,𝑡ℎ
𝑖=1 𝜇1

𝑐 = ∑
𝑖𝑃ℎ𝑖

𝑐

𝜔1
𝑐(𝑡ℎ)

,𝐿
𝑖=𝑡ℎ+1                                                                                           (3) 

 

𝜎2𝑐
= 𝜎1

𝑐 + 𝜎2
𝑐,                  𝜎1

𝑐 =  𝜔0
𝑐(𝜇0

𝑐 + 𝜇𝑇
𝑐 )2, 𝜎2

𝑐 =  𝜔1
𝑐(𝜇1

𝑐 + 𝜇𝑇
𝑐 )2, 

Where: 

 𝜇0
𝐶  and  𝜇1

𝑐 = average rate for class variants 1 and 2 

𝜎2𝑐
      = variants between classes, 𝜎1

𝑐 and 𝜎2
𝑐  = class variants 1 and 2 

Whereas objective function can be calculated using equation (4) as follows : 

𝐽(𝑡ℎ) = max(𝜎2𝑐
(𝑡ℎ)),       0 ≤ 𝑡ℎ𝑖 ≤ 𝐿 − 1,   𝑖 = 1,2, . . . , 𝑘,                                                   (4) 

Where: 𝑡ℎ = 𝑡ℎ1, 𝑡ℎ2, … , 𝑡ℎ𝑘−1 is a vector that contains multiple thresholds. 

3.  Harmony Search Algorithm 

The HS algorithm (HSA) is one of the optimization algorithms that can be used for position search with 

maximum function return value. HS has features that distinguish it from simple algorithms and 
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efficiency searches that have been widely used in areas such as function optimization, mechanical 

structure design, pipe network optimization, and data classification system optimization. The advantage 

compared to other optimization methods is that HSA does not require configuration of values based on 

determinant variables, does not require derivative information, and has several parameters so it is easy 

to adopt in various optimization problems. There are five parameters in HSA, namely harmony memory 

(HM), harmony-memory consideration rate (HMCR), pitch adjusting rate (PAR), distance bandwidth 

(BW), and the number of iteration (NI). The performance of HSAs is strongly influenced by the values 

given in these parameters. 

3.1.  Steps 

There are 4 steps in the HSA process. 

a) Initialize Harmony Memory (HM). The initial HM consists of a number of randomly generated 

solutions to the optimization problem under consideration. For n-dimensional problems, HM 

with HMS size can be represented as equation (5) follows : 

HM=[

𝑥1
1, 𝑥2

1, … , 𝑥𝑛
1

𝑥1
2, 𝑥2

2, … , 𝑥𝑛
2

:

𝑥1
𝐻𝑀𝑆 , 𝑥2

𝐻𝑀𝑆 , … , 𝑥𝑛
𝐻𝑀𝑆

]                                                                                                    (5) 

Where : [𝑥1
𝑖 , 𝑥2

𝑖 , … , 𝑥𝑛
𝑖 ] (i = 1,2,…, HMS) is a solution    candidate. HMS is usually set between 

50 and 100. 

b) Improvising New Solutions from HM. Each component of this solution, x j 'is obtained in the 

HMCR (harmony memory considering rate). HMCR is defined as the probability of selecting 

components of HM members, and 1-HMCR, therefore, the probability of a result is random. 

The random results are then mutated in accordance with PAR (pitch adjusting rate). PAR will 

determine the probability of the candidate from HM. 

c) Update HM. New solutions from step 2 are evaluated. If the new harmony vector is better than 

what is already in HM based on the value of an objective function, new harmony can enter HM, 

and the worst harmony will not be included in HM. 

d) Checking criteria for termination. If the criteria are met (maximum NI), the computation 

process will be stopped. If not, repeat steps 2 and 3. HMCR and PAR are the two basic 

parameters in the HS algorithm that control the solution components and affect the convergence 

speed. 

4.  Experimental Results 

The image being tested is from biometric and acquisition dataset. To maintain compatibility with the 

same study [22], the number of points used in the threshold test is th = 2,3,4, and 5. Parameter harmony 

search algorithm is divided into three levels and will be presented in Table 1.  

 

Table 1. Level Parameter Value HSA. 
parameter 

HSA 

Minimum Medium maximum 

HM 1 150 300 

HMCR 0.7 0.85 0.99 

PAR 0.1 0.3 0.5 

BW 0001 0:01 0.1 

NI 50 1000 2000 

 

PSNR was used in this study as a comparison of the original image quality and image segmentation 

results. MSE and PSNR is defined in equation (6): 
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𝑀𝑆𝐸 =  
∑ ∑ (𝑆(𝑥,𝑦)−𝐶(𝑥,𝑦))2𝐴

𝑦=1
𝐵
𝑥=1

𝐴𝐵
                                                                                                    (6) 

 

𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸,               𝑃𝑆𝑁𝑅 = 10 × 𝑙𝑜𝑔10
2552

𝑅𝑀𝑆𝐸
 

 

Where x and y are the coordinates, A and B are the dimensions, S(x,y) is the original image, and C(x,y) 

is image segmentation. 

 

4.1.  Test Result 

The image being tested is a biometric imaginary and acquisition data.  

Test Using Biometric Imagery. The biometric image in this study is the image of the tongue that has 

been used in studies such as image analysis of the tongue [22], [23], [24]. The provided tongue image 

data is a sample image database of the tongue. There are 12 samples with BMP data format. But for the 

representation, only 5 test images will be displayed. Testing biometric images shows that the greater the 

value of the input threshold, the difference in the intensity of the gray image of the object is more visible. 

Enlargement levels and increased merge boundaries show better results. Testing the biometric image 

quality using Otsu and HSA will be displayed in the graph. Figure 1 illustrates the use of maximum 

parameters resulting in the best quality levels among other parameters. 

Test Using Acquisition Data. This data acquisition is taken using a camera that has been designed 

previously. The acquisition results have a JPG image format. The overall size is the same that is 640 x 

480. There are 59 acquisition images, but only 5 images are shown in table 4 for representation. 

The acquisition image test shown in Table 1 shows a bad PNSR. This is because the image taken by 

the camera produces images with colors that are less resembling the original object. In addition, shooting 

in low light conditions results in loss of information that can be found on the tongue such as fungiform 

papillae and filiform papillae information. 

Results of testing the image acquisition using OTSU and HSA uses the HSA value of the parameters. 

However, at the threshold of 5 with medium HSA parameter value is no better than the maximum value 

of the HSA parameters. The results of the  tests can be seen in Figures 1 and  Tables 2. 

 

 
(a) 

 
(b) 

 

Figure 1. PSNR value a. biometric images, b. acquisition images 

 

5.  Conclusion 

The experiment uses three levels of HSA parameter values and four levels of threshold values with 12 

biometric images in the form of tongues and 59 tongue images derived from acquisitions. The results 

show that the HSA parameter value is best at a moderate level with a threshold value of 5 for benchmark 

images with 35.50 dB image quality, maximum level with a threshold value of 5 in biometric images 

with 36.51 dB image quality, and maximum level with values threshold is 5 in image acquisition with 

image quality 38.02 dB. 
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Table 2. Segmentation results 

Dataset Biometric Dataset Biometric 

Image k Best Thresholding Image  k Best Thresholding 

 

 

 

5 

 

 

38;64;92;114;242 

 

 

 

5 

 

 

13;46;92;140;192 

 

 

 

5 

 

 

63;95;111;147;171 

 

 

 

5 

 

 

14;38;59;88;123 

 

 

 

5 

 

 

37;65;102;124;165 

 

 

 

5 

 

 

29;45;81;99;137 

 

 

 

5 

 

 

31;82;97;115;147 

 

 

 

5 

 

 

33;85;121;158;219 

 

 

 

5 

 

 

24;48;66;84;107 

 

 

 

5 

 

 

27;57;83;07;139 
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