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Abstract—Handwriting analysis is an approach to get 

information through the handwriting. It extremely useful 

information, for instance in personality traits identification. The 

information came from the feature extracted from the 

handwriting. This feature can be size, slantness, pressure, and 

so forth. In this research, handwriting analysis is through the 

AND dataset that provide handwriting dataset along with 

feature label while most public dataset has nothing with it. By 

using the Coonvolutional Neural Networks (CNN) potentiality 

in capturing and recognizing global features, there are 15 

models had built in this research in accordance with each 

feature and divided into three group by its number of types. 

After built a simple CNN architecture by only conduct two 

convolution layer, overall result show fair enough performance 

where the highest rate of accuracy is 80.88%. Furthermore, 

there are three best features had recognized, which is “entry 

stroke ‘A’”, “size”, and “slantness”, where the last two is 

naturally global features. However, the fact that handwriting 

image data cannot be oversampled which can lead to the bias 

result, than the imbalance data becomes a problem in this 

research that reduced the model performance. 

Keywords—handwriting analysis, cnn, personality traits.  

I. INTRODUCTION  

Handwriting analysis is a study to identify some features 
in handwritten and use it as an information to various 
application, for instance in writer identification, gender 
classification, personality traits identification, and so on. This 
information typically generated by graphologist and depend 
on graphologist skill to accomplish this task. To get standard 
information from handwritten, a computer can be used to do 
this task, for instance in computer vision field. This analysis 
can be done by capture handwritten as an image and analyze 
it by using some related method. For personality traits 
classification, the information from some feature can be used 
such as baseline, slant, word and character attribute so on as a 
local feature shown in Table I. On others side, some feature 
can appear in global.  

To identify personality traits, a standard scale can be 
conducted. The scale is grouped some feature into some 
personality traits. Difference scale used difference feature in 
their scale, and this be the way to select some feature. There 
is common scale can be used in identify personality traits, they 
are Minnesota Multiphasic Personality Inventory (MMPI), 

Myer-Briggs Type Indicator (MBTI), Enneagram, Five Factor 
Model (FFM) also called Big Five Model and so forth. But the 
FFM consider to be a stable method to classify personality 
traits in computer manner.  

There are two approaches to identify personality trait 
along with its feature as handwriting analysis task, they are 
machine learning (conventional) approach and deep learning 
approach. In [3, 7, 21-23] they use support vector machine 
(SVM) with accuracy above 80%. [2, 3] use neural network 
with promising performance which is around 80% and k-NN 
as well [3]. In deep learning, it is commonly use 
Convolutional Neural Network (CNN) as its method. It has a 
promising result [11, 24, 25]. In [24] it uses baseline, spacing, 
and slant feature. while [11, 25] use baseline, slant, pressure, 
size, margin, and zone.  

CNN is a method in deep learning that work similarly with 
Neural Networks (NN). This has an architecture as NN has 
and use feedforward method to get the output and updated all 
the weight and bias by using backpropagation. The difference 
come from the convolution process as it came out in its name. 
this process made the method find or extract the feature by 
itself. The feature extracted as a global feature by using 
several filters and connected at every layer become a high-
level feature. That is why this method become so powerful 
nowadays. But the problem come to this method is the deeper 
it learns than the more it takes a cost in computation. Although 
there are some devices can manage this by using such latest 
technology, say high performance GPU, but we can merely 
depend on it. 

TABLE I.  LIST OF HANDWRITING FEATURES 

No. Handwriting Features 

1 Baseline [1-9] 

2 Size [7, 8, 10-13] 

3 Pressure [3, 6, 7, 12, 14, 15] 

4 Connecting Strokes [2, 3, 14] 

5 Slant [1-3, 8, 10, 12-16] 

6 Letter Spacing [7, 11] 

7 Word Spacing [7, 11] 
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8 Line Spacing [7, 11] 

9 Letter ‘i' [10, 17, 18] 

10 Margin [1, 9, 11, 19, 20] 

11 Letter ‘t’ [1, 2, 3, 14, 16, 17] 

12 Letter ‘f’ [2, 3, 14] 

13 Speed [7, 17] 

 

There are two kinds of datasets in handwriting analysis 
which is the private and the public dataset. There is no specific 
public dataset which can be used directly to identify 
personality traits. Many researchers use a graphologist, 
psychologist, and scale to label the data in accordance with 
personality traits identification requirement, commonly it is 
labeled with writer or text itself. However, [26] set a dataset 
along with the label as the handwriting features. It has 15 
group of features. It is labeled into two, three and four type of 
features and it suitable for personality traits identification. 
Though this more suitable, it only using one word as the name 
of dataset came from, that is AND word. But this gives an 
opportunity to utilize a global feature extractor to recognize or 
identify these features. And it is interesting using this dataset 
as commonly global feature use baseline, spacing, pen 
pressure, zone, slant and etc., that is naturally a global feature. 
Meanwhile, in this dataset they are a stroke features for 
instance that not naturally as a global feature.  

Afterward, in this research use AND dataset to identify 
handwriting features. This research tries to set a simple CNN 
architecture and make it general by using the same 
architecture or model in each feature, which is 15 model. A 
simple architecture means not set a deep CNN it only contains 
two convolution layers as the input data not a large-scale 
image. This approach is conducted in order to get an ease use 
of CNN and also still has use the benefit of CNN that is well 
method in identify image by using global feature. For detail in 
this work, it will explain in the next following chapter. 

II. CONVOLUTIONAL NEURAL NETWORKS (CNN) 

Similar with Neural Networks (NN), Convolutional 
Neural Networks (CNN) do the same proses as it generally, 
except how CNN figure out the feature by itself. The CNN 
utilize convolution to extract feature from the input data, that 
the convolution name came out. As the NN has a layer in its 
architecture, there are three kind of layer CNN has, they are 
convolution, pooling and fully connected layer. The following 
paragraph described these layers [11, 24, 25]. 

A. Convolution Layer 

Given two functions � and �, then the convolution of the 
two at certain point �� is an integral product of the two where 
one of them is flipped and shifted. For instance, set � is an 

even function and shifted in ���, ��	 , the convolution 

� ∗ ��
�� is denoted by equation (1) where the convolution 
is area under the product of � and � in ���, ��	. Noted, that 
�
�� = �
−�� as it an even function. In the signal processing 
field, the convolution is also called a superimposition proses 
of two signals (say � and �, where � called kernel function). 
Furthermore, in 2D the equation (1) become (2) where � 
called an image and � is a filter. 

As an image come in discrete form (sampled from analog 

image: acquisition process) this proses expressed in equation 

(3). In addition, for a color image (RGB), the convolution is 

sum of convolution result from each channel and called a 

feature map in CNN.  

 


� ∗ ��
��� = � �
���
�� − ����
��

��                                 (1) 

 


� ∗ ��
�� , ��� = � � �
�, ���
�� − �, �� − ����
��

����
��

�� (2) 

 


� ∗ ��
�� , ��� = ∑ ∑ �
�, ���
�� − �, �� − ����
�����  ��

����� (3) 

B. Pooling Layer 

By using this layer, the input feature map is reduced into 
smaller feature map. There are several methods to do this task, 
for instance max pooling, average pooling, global max 
pooling and global average pooling. It works similar with 
convolution except it only set new value or sub sampling by 
using max value. For average pooling, it works with average 
value. However, global max and average pooling reduce input 
feature map into single value (whether it max or average 
value). There is no filter size for them, it covers all value from 
input feature map.   

C. Fully Connected Layer 

This layer is a Neural Networks (NN) layer. The input of 

this layer is a vector in ��  transformed from feature map 

(called flatten) while � as number of input node. The output 

of this layer is output of CNN. It can be one or more nodes on 

classification task it depends on binary or multiple 

classification.  

D. Architecture 

Naturally CNN work like an NN, it has an architecture, 

weight and bias for every connected layer. In convolution 

layer, the filters or kernels is same as a weight in NN. The 

result of convolution along with bias is transformed by 

activation function. This process continues until it reached the 

flatten layer and than it goes just as an NN. How CNN updated 

their weight is using the same method as NN did, that is 

backpropagation. It updated their weight using gradient to 

find a global minima of loss function, but nowadays it 

commonly used Adam optimizer method to do this task.   
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Fig. 1. CNN architecture. 

III. EXPERIMENT AND RESULT 

A. And Dataset 

In dataset used in this research is XAI-AND dataset or 
rather called And Dataset. It is a public dataset consist of 
15.518 “AND” handwriting image cropped from CEDAR 
dataset. This dataset is written by 1567 writer and grouped in 
into 15 categories of handwriting feature. In each category is 
divided into two, three or four types. Most of this dataset 
consist of two type handwriting features for instance pen 
pressure with strong and medium type. The rest of two type 
handwriting features are tilt, entry stroke ‘a’, is lowercase, 
constancy, word formation of ‘n’, and is continuous. For the 
rest, there are 4 group for three type handwriting features and 
3 for the four types. Three type handwriting features consist 
of size, dimension, letter spacing, and staff of ‘d’. Four consist 
of slantness, staff of ‘a’, and exit stroke ‘d’. 

 

The sample of each feature from AND dataset shown by 
figure 2 arranged from top left to bottom right. Furthermore, 
by only use one word it can be interesting to recognize this 
type by using global feature extraction and it goes through this 
research. 

 

Fig. 2. AND dataset. 

B. CNN Model 

This research using simple CNN architecture (model), 
shown in figure 1 and use Google Collab notebook with 
standard specification form as a platform. Started from input 
image, 64 × 64 grayscale, first layer generates 32 filters with 
5 × 5 size along with bias, then there are 
5 ×  5 + 1� × 32 
trainable parameters set. This layer brought out 60 × 60 

feature maps since convolution process has no padding 
included. After this, it is reduced into 30 × 30 by pooling 
layer using max pooling method. In second convolution layer, 
64 filters are generated with 3 × 3 size along with bias and it 
set 
3 ×  3 ×  32 + 1� × 6 trainable parameters.  
Hereinafter, 28 × 28 feature maps are generated and reduced 
into 14 × 14 by pooling layer with same method. All feature 
maps set into feature vector set as 14 × 14 × 16  features. 
This stage is called flatten layer as an input into dense layer. 
Afterwards, there are 12544 × 64 trainable parameters and 
drop 16 out of it as dropout layer set. It repeatedly into next 
two dense layer and there are 824,833 trainable parameter as 
shown by figure 3. 

In last stage (output), it divided into three shapes, in 
particular one node for binary classification, three and four 
nodes for multilabel classification as the dataset label state it. 
There are 15 models were trained in accordance with the 
number of handwriting features where the “simple” term 
emerged by only two convolution layers that the model have 
on it. Set all initial weight (filters) and bias using Xavier 
initialization, where the bias set to zeros and weight generate 

by uniform distribution in '− �
√� , �

√�) with � as filter size (� ×
�).  

 

Fig. 3. CNN trainable parameters. 
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Shown by Table II that there is no significance difference 
in each epoch (except five model: pen-pressure, is continuous, 
size, dimension, staff of ‘D’, slantness), this research use only 
5 epochs on each model. In training process, all data are 
included in each epoch means there is no batch set. And the 
last, this model used Adam optimizer to update all the weight 
and bias in it. 

C.  Result 

Trying to make model general, this research using 15 
model with same architecture (except the output of course). In 
two types handwriting feature (model number 1, 2, …, 8), this 
model achieves better result in training shown by Table II in 
last epoch. It achieves almost above 70% accuracy, though the 
last two is not. It also follows by the three-type handwriting 
feature. However, in the four-type handwriting feature there is 
only one model that could follow the two before. Rate all this 
training perform show that this approach (in this research) 
achieves a fair result in training model that is 74.81%.  The 
highest perform is on “is lower” handwriting feature, it gives 
98.48% accuracy, and it is followed by “entry stroke A” 
handwriting feature at 97.69% Accuracy. The lower perform 

is shown by “exit stroke of ‘D’” handwriting feature. It the 
only one model that has below fifty percent accuracy, which 
is 43.94% and also it never changes in any epoch. Came into 
the test phase, the model can be grouped into three groups and 
described as follows: 

1. The two-type handwriting features model 

This model is the highest accuracy in rate, it is 
80.88%, while the “is lower” and “entry stroke ‘A’” gift 
high accuracy as the same their training perform, that is 
99% and 97% shown by Table III. But the better one is 
the second with stable f1-score. As it has high accuracy 
in rate, but this group has fair f1-score, 59.06% since 
there is zero score at a couple of features. This zeros score 
come mostly in high ratio of imbalance data. For instance, 
in tilt handwriting feature it has 3354 normal data and 717 
tilted data (handwriting).  

 

 

 

TABLE II.  TRAINING PERFORMANCE 

No. 
Model 

Accuracy (%) Difference in each epoch 

(Rate) Epoch-1 Epoch-2 Epoch-3 Epoch-4 Epoch-5 

1 Pen Pressure 77.36 85.70 86.01 85.66 87.00 2.585 

2 Is lower 98.07 98.48 98.46 98.48 98.48 0.1125 

3 Is continuous 76.60 85.12 87.96 89.09 89.90 3.325 

4 Tilt 79.49 80.75 80.75 80.75 80.75 0.315 

5 Entry Stroke ‘A’ 94.64 95.72 96.85 97.38 97.69 0.7625 

6 Formation of ‘N’ 76.01 77.26 77.26 77.26 77.26 0.3125 

7 Word Formation 54.06 56.36 56.36 56.60 56.76 0.675 

8 Constancy 58.06 60.57 60.60 60.59 60.59 0.6375 

9 Letter Space 50.58 51.48 51.93 52.55 54.36 0.945 

10 Size 63.21 70.63 72.29 73.77 75.43 3.055 

11 Dimension 73.03 77.85 80.46 81.20 83.12 2.5225 

12 Staff of ‘D’ 66.54 80.83 84.14 85.91 87.20 5.165 

13 Slantness 54.74 65.54 67.22 68.72 71.23 4.1225 

14 Staff of ‘A’ 56.24 58.37 58.37 58.37 58.37 0.5325 

15 Exit Stroke of ‘D’ 43.94 43.94 43.94 43.94 43.94 0 

 Rate 68.17 72.57 73.51 74.02 74.81 1.67 

 

TABLE III.  TWO-TYPE HANDWRITING FEATURES TESTING PERFORMANCE 

Feature Type 
Accuracy 

(%) 
Precision (%) Recall (%) f1-score (%) Data 

Pen Pressure 
Strong 

87 
84 83 83 1665 

Medium 88 89 89 2406 

Is lower 
No 

99 
0 0 0 60 

Yes 99 100 99 4011 

Is continuous 
No 

89 
91 73 81 1347 

Yes 88 96 92 2724 

Tilt 
Normal 

82 
82 100 90 3354 

Tilted 0 0 0 717 

Entry Stroke ‘A’ 
No Stroke 

97 
98 99 99 3809 

Down Stroke 83 72 77 262 

Formation of ‘N’ 
No Format 

76 
0 0 0 957 

Normal 76 100 87 3114 

Word Formation 
Not well formed 

57 
57 100 73 2331 

Well formed 0 0 0 1740 

Constancy 
Irregular 

60 
0 0 0 1638 

Regular 60 100 75 2433 

Rate  80.88 56.63 63.25 59.06  
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TABLE IV.  THREE-TYPE HANDWRITING TESTING PERFORMANCE 

Feature Type 
Accuracy 

(%) 
Precision (%) Recall (%) f1-score (%) Data 

Letter Space 

Less 

58 

60 24 34 904 

Medium 56 91 70 2137 

High 70 19 29 1030 

Size 

Small 

76 

78 60 68 957 

Medium 75 81 78 2138 

Large 76 81 78 976 

Dimension 

Low 

69 

84 51 64 1208 

Medium 69 75 72 2134 

High 56 80 66 729 

Staff of ‘D’ 

No Staff 

86 

68 25 36 405 

Retraced 82 95 88 2027 

Loopy 94 89 91 1639 

Rate  72.25 72.33 64.25 64.5  

2. The three-type handwriting features model 

 With the rate accuracy is 72.25% and 64.5% score, it 
has a fair enough performs shown by Table VI. This 
group has a better f1-score from the rest. It shows this 
model is the stable one and it does not surprise that it has 
no zero f1-score in there. This comes a bit better 
overcome the imbalance data. In this group there are two 
features has higher accuracy, they are “staff of ‘D’ and 

‘size’, but the better one is the second with more stable in 
f1-score. 

3. The four-type handwriting features model 

 The lower one come from this group, it has 58.33% 
accuracy with the 31.58% f1-score shown by table V. Same as 
before it come up from the high ratio imbalance data, while 
the ‘slantness’ gift a better perform, 72% accuracy with a fair 
stable f1-score. All of the better perform in f1-score come out 
from the high group of data.

TABLE V.  FOUR TYPE HANDWRITING TESTING PERFORMANCE 

Feature Jenis Accuracy Precision Recall f1-score Data 

Slantness 

Normal 

72 

80 81 81 2114 

Slight Right 60 74 67 1195 

Very Right 63 51 56 451 

Left 81 27 40 311 

Staff of ‘A’ 

No staff 

59 

0 0 0 731 

Retraced 59 100 74 2386 

Loopy 0 0 0 266 

Tented 0 0 0 688 

Exit Stroke of ‘D’ 

No Stroke 

44 

0 0 0 969 

Downstroke 44 100 61 1799 

Curved up 0 0 0 524 

Straight across 0 0 0 779 

Rate  58.33 32.25 36.08 31.58  

TABLE VI.  COMPARISON RESULT 

Type Feature Proposed (%) Chauhan et al. (%) 

Two-type 

Handwriting 

Features 

Pen Pressure 87 98 

Is lower 99 99 

Is continuous 89 93.75 

Tilt 82 98.44 

Entry Stroke ‘A’ 97 97 

Formation of ‘N’ 76 95.31 

Word Formation 57 89.06 

Constancy 60 84.38 

Rate 80.875 94.3675 

Three-type 

Handwriting 

Features 

Letter Space 58 78.13 

Size 76 92.19 

Dimension 69 89.06 

Staff of ‘D’ 86 85.94 

Rate 72.25 86.33 

Four-type 

Handwriting 
Features 

Slantness 72 71.88 

Staff of 'A' 59 84.38 

Exit Stroke of 'D' 44 65.63 

Rate 58.33 73.96 
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(a) 

 

(b) 

 

(c) 

Fig. 4. Graphic Comparison Result 

Comparing our research to [27] where the accuracy as the 
main metric (shown by Table VI), there are same several 
results particularly is lower, entry stroke ‘A’, staff of ‘d’ and 
slantness. Generaly, our research show the same highest 
accuracy in two-type and four-type handwriting features, 
except three-type handwriting feature where the highest 
accuracy is at size feature. The Graphic shown by figure 4 
describe the same pattern that indicate the same problem. By 
this comparison it is possible to get a simple CNN where the 
dense layer can be modify with other method than typical 
neural networks.  

IV. CONCLUSION 

At the end this research has it final statement, that the CNN 
model used in this research is more suitable for two and three 
type handwriting features. The model performed 80.88% 
accuracy and 72.25% Accuracy for them. The lower one is on 
four-type handwriting features model, as it shown 58.33% 
accuracy.  

Even if it has high accuracy rate, but it not the same with 
f1-score. Compare with the three-type handwriting features 
model, it more stable the three-type handwriting features 
model. It has 64.25% f1-score, better than the two-type 
handwriting features model. furthermore, the two-type 
handwriting features model has zero f1-score for a few 
features. It most came up from the imbalance data with high 
ratio. 

There are three handwriting features consider to be the best 
recognized of each type handwriting group, they are “entry 
stroke ‘A’” (two type), “size” (three type), and “slantness” 
(four type). It easy to understand that the last two it is naturally 
having a global feature. Set the same architecture with the 
simple one, it eases of use, but it only had a fair perform in 

order to recognize the handwriting feature. Moreover, it not 
suitable for four type handwriting feature and imbalance data.  

For the last one, generating some geometry transformation 
to get balance data cannot be conducted due to real situation 
data required in handwriting analysis. Some pseudo data can 
give bias in type of feature, say slantness. Therefore, this issue, 
can be an open area to solve, because it is not easy to get 
balance data as a volunteer that we gather around may come 
not in the same group type of handwriting.  
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