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#### Abstract

An autonomous vehicle must be equipped with a camera, which works by providing visual input that is used to detect objects around the autonomous electric vehicle. Currently, no method has been implemented in real-time. Thus, this study utilized the You Only Look Once (YOLO) algorithm to detect objects in real-time around the autonomous electric vehicle. The objects were limited to humans, motorcycles, and cars. The results showed that the most compatible YOLO model for the system was the Tiny YOLOv4 model which was built with the darknet framework. The simulation experiment showed that detection accuracy was $80 \%$ and was able to transmit information in a form of data location of the object to the microcontroller. A success rate of $\mathbf{1 0 0 \%}$ was obtained from 10 tests. Hence, it showed that the YOLO was able to detect objects and provided input to the steering control system. Meanwhile, the depth information method was used to measure the distance of the object to the vehicle in real-time with an accuracy of $\mathbf{6 0 \%}$. Real-time testing was conducted to test whether the autonomous electric vehicle can avoid objects in front of it by providing input from the detection results of the Tiny-YOLOv4 model object. The success rate of the system in real-time experiments was $100 \%$.
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## I. Introduction

Traffic accidents increase every year and have become the third killer in Indonesia after coronary heart disease and tuberculosis [1]. The highest accident-causing factor is the human factor (human error) caused by the carelessness of the driver, the driver's lack of understanding of driving techniques, traffic ethics, and communication on the road [2].

Along with technological developments in transportation, an autonomous electric vehicle was developed. By using an autonomous electric vehicle, it is expected to reduce the number of accidents caused by human negligence [3]. To work autonomously, the vehicle must be equipped with various sensors, one of which is a camera [4] which is in charge of providing visual input that is used to detect around the autonomous electric vehicle. Research for object detection has been carried out in various methods, such as the K-NN algorithm [5], MASK-RNN [6], Lane-Net based on Convolutional Neural Network (CNN) [7], and using Hough Transform to detect objects around the road [8].
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Those studies showed good accuracy results. Nevertheless, they did not run in real-time [3,6-8]. Therefore, this study utilized the You Only Look Once (YOLO) algorithm, which is the developed version of the convolutional neural network (CNN) method. The object detection using the YOLO algorithm has previously been carried out by Hendawan Soebakti [9], YOLO algorithm was used in soccer robots that had a webcam to detect the goal and the ball. That study obtained an accuracy of $87.07 \%$ with frames per second of 28.3 fps based on that study [9], YOLO has better fps than the other methods [3, 6-7]. The Tiny-YOLOv4 is the fastest detection with 371 fps and is more accurate than other realtime detections [10].

Thus, the YOLO algorithm was used in this study. This algorithm was then applied to run in real-time to detect road objects that were later traversed by autonomous electric vehicles.

The rest of this paper is organized as follows. In Section 2, a brief description of YOLO is explained, followed by the research method used in this study as shown in Section 3. Section 4 represents the results and discussion. Finally, the paper is concluded in Section 5.

## II. You Only Look Once (YOLO)

You Only Look Once or commonly abbreviated as YOLO is a deep learning algorithm used to perform real-time detection. To detect objects, YOLO uses a detection system by using a repurpose classifier or localization which is a model applied to an image at several locations and scales.

YOLO uses an artificial neural network approach to detect an object in an image or video. It divides the image into several parts and predicts every boundary and possible object in each region [10]. Each bounding box is compared with every predicted possibility. The YOLO detection algorithm has several advantages compared to other classifier-oriented algorithms, it can be seen in all images during testing with predictions obtained globally on the image. This makes predictions with neural network synthesis unlike the Region Convolutional Neural Network (R-CNN) algorithm which requires thousands for an image, thus making YOLO several times faster than R-CNN [11]. YOLO has 24 convolutional layers and 4 architectures max pool layer as can be seen in Fig. 1.


Fig. 1. The architecture of the YOLO algorithm[12]

YOLO uses a method to apply a single neural network to the entire image. This network divides the image into regions and predicts bounding boxes and probabilities. For each bounding box, it will calculate the probability needed to classify it as an object. In the final stage, the bounding box with the highest value is used as a separator of objects from one another as shown in Fig. 2.


Fig. 2. Illustration of the YOLO algorithm architecture [12]

## III. Research Method

## A. The System Design

System design in this study consists of two parts, which are software design and hardware design. The hardware in this study was composed of several devices used to adjust the speed, the direction of the steering wheel, and sensors. The hardware design can be seen in Fig. 3.


Fig. 3. The design of the position of the hardware
Dataset used in this study is a video that was taken by the autonomous electric vehicle in the Universitas Sriwijaya, Indralaya. The video image was recorded using a webcam on an autonomous electric vehicle that was driven manually. The webcam has a resolution of 1080 p with 30 fps . The video was taken twice on the same road. Then, the video was converted into an image to be annotated to separate the objects to be identified.

After the object is annotated, the training process is carried out using the Darknet repository with the YOLO network. The training process is done using python 3.7 as the programming language with the library of TensorFlow 1.15.0 and OpenCVpython 4.5.1.18.

## B. System Testing

The system was tested using a model obtained from the training process. The test consists of two types. The first test is a simulation and the second one is testing the model in realtime. In the simulation test, the purpose is to see whether the YOLO algorithm can truly identify objects with the input of a video of the road segment of the Universitas Sriwijaya, Indralaya campus.

The evaluation method used is a confusion metric as can be seen in Table I.

TABLE I. CONFUSION METRIC

|  | Actual Value |  |
| :--- | :--- | :--- |
| Predicted Values | True Positive (TP) | False Positive(FP) |
|  | False Negative(FN) | True Negative(TN) |

As shown in the table, the predicted value is the confidence value given by the YOLO model and the actual value is the specified target value. So from the table, it can be determined the value of accuracy with the equation as,

$$
\begin{equation*}
\text { Accuracy }=\frac{\mathrm{TP}+\mathrm{TN}}{\mathrm{TP}+\mathrm{TN}+\mathrm{FP}+\mathrm{FN}} \tag{1}
\end{equation*}
$$

True Positive (TP) is the number of positive data that the system has classified as true, and False Positive (FP) is the number of positive data that the system has been classified as invalid. On the other hand, True Negative (TN) is the number of negative data correctly classified by the system, and False Negative (FN) is the number of negative data that is misclassified by the system.

If the model provides good accuracy, testing is then carried out in real-time using a webcam located on an autonomous electric vehicle. The results of the identification using the YOLO algorithm send the coordinates of the road to the Arduino using serial communication, where the microcontroller then determines the movement of the steering wheel.

## IV. Result and Discussion

## A. Train Data Collection

This study used primary data in the form of a video image captured by the webcam attached to the autonomous electric vehicle. The Logitech C925e webcam with a resolution of 1080 p 30 fps was placed on the front side of the autonomous electric vehicle with an altitude of 1 meter above ground level. The dataset was taken in the environment around the Universitas Sriwijaya, Indralaya campus in daytime conditions. The video capture process used software written in the programming language python. The video was taken with a resolution of 640pixels x 480pixels with a 4:3 ratio and a framerate of 30 fps. Some additional secondary data originating from youtube were added with a composition of $31 \%$ secondary data and $69 \%$ primary data due to the lack of human objects in the primary data taken.

The video dataset was saved in .mp4 format which was then be divided into several images using the Free Video to JPG Converter software. Images from the converted video were saved in .jpg format. The dataset used for training consisted of various objects identified around the autonomous electric vehicle. The number of training images was 2000 images, which consist of 1200 human objects, 1231 motorcycles, and 1200 cars. Fig. 4 is an example of an image of the training data that has been collected.


Fig. 4. Example of Training Data Image

## B. Processing Training Data

Training data images were annotated for all objects during the training process. The annotation was performed using software called labeling which is written in python. Fig. 5 is an example of the process labeling using a bounding box.


Fig. 5. Example of labeling process
Annotation was performed on all objects in the training data that were going to be identified. In this process, the coordinates of each were stored bounding box according to its class against the image. Annotation using coco dataset saved in .txt format which can be seen in fig. 6. The output of the coco dataset annotation has the format

> <object-class><x_center> <y_center> <width>

In the coco dataset bounding box format, there are classes, x position, y position, width, and height of the class object that has been bounding box. In this study, 0 represents the class of cars, 1 represents the class of motorcycles and 2 represents the class of humans.

```
File Edit Format View Help
10.465885 0.349537 0.081771 0.217593
1 0.564323 0.373611 0.072396 0.334259
0 0.630469 0.302778 0.089063 0. 129630
```


## C. YOLO Training

The training process to identify objects around the autonomous electric vehicles was performed using the YOLO architecture through the Darknet repository. The YOLO network used has a .cfg format where the file can be modified to match the number of classes to be identified. In this training, two types of initial weights were used, Tiny-YOLO v3 and Tiny YOLO v4 in .weight format. Each model was then compared in the number of epochs in the training process. The number of epochs carried out in this study was 100, 200, and 400 epochs. At each training result, a test was carried out to get the accuracy value of the object detection and YOLO confidence value in identifying the object.

In this study, there were two types of YOLO, namely Tiny YOLOv3 and Tiny YOLOv4. Both architectural models used the Tiny type model because they have a simpler architecture than the older YOLO architecture and use less GPU memory which results in higher fps being obtained.

Tiny YOLOv4 is an improvement over YOLOv3 with some modifications to the original YOLO network structure. The simple structure of the Tiny-YOLOv4 network can be seen in Table II.

TABLE II. Tiny YOLOV4 Architecture

| Layer | Type | Size/Stride | Input | Output |
| :---: | :---: | :---: | :---: | :---: |
| 0 | Convolutional +bnorm leaky | $3 \times 3 / 2$ | $416 \times 416 \times 3$ | $208 \times 208 \times 32$ |
| 1 | Convolutional +bnorm leaky | $3 \times 3 / 2$ | $208 \times 208 \times 32$ | $104 \times 104 \times 64$ |
| 2 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $104 \times 104 \times 64$ | $104 \times 104 \times 64$ |
| 3 | Route 2 |  | 1/2 | $104 \times 104 \times 32$ |
| 4 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $104 \times 104 \times 32$ | $104 \times 104 \times 32$ |
| 5 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $104 \times 104 \times 32$ | $104 \times 104 \times 32$ |
| 6 | Router 54 |  |  | $104 \times 104 \times 64$ |
| 7 | Convolutional +bnorm leaky | $1 \times 1 / 1$ | $104 \times 104 \times 64$ | $104 \times 104 \times 64$ |
| 8 | Route 27 |  |  | $104 \times 104 \times 128$ |
| 9 | Maxpool |  | $104 \times 104 \times 128$ | $52 \times 52 \times 128$ |
| 10 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $52 \times 52 \times 128$ | $52 \times 52 \times 128$ |
| 11 | Route 10 |  | 1/2 | $52 \times 52 \times 64$ |
| 12 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $52 \times 52 \times 64$ | $52 \times 52 \times 64$ |
| 13 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $52 \times 52 \times 64$ | $52 \times 52 \times 64$ |
| 14 | Route 1312 |  |  | $52 \times 52 \times 128$ |
| 15 | Convolutional +bnorm leaky | $1 \times 1 / 1$ | $52 \times 52 \times 128$ | $52 \times 52 \times 128$ |
| 16 | Router 1015 |  |  | $52 \times 52 \times 256$ |
| 17 | Maxpool |  | $52 \times 52 \times 256$ | $26 \times 26 \times 256$ |
| 18 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $26 \times 26 \times 256$ | $26 \times 26 \times 256$ |
| 19 | Router 18 |  | 1/2 | $26 \times 26 \times 128$ |
| 20 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $26 \times 26 \times 128$ | $26 \times 26 \times 128$ |
| 21 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $26 \times 26 \times 128$ | $26 \times 26 \times 128$ |
| 22 | Route 2120 |  | $26 \times 26 \times 256$ | $26 \times 26 \times 256$ |
| 23 | Convolutional + bnorm leaky | $1 \times 1 / 1$ | $26 \times 26 \times 256$ | $26 \times 26 \times 256$ |
| 24 | Router 1823 |  |  | $26 \times 26 \times 512$ |
| 25 | Maxpool |  | $26 \times 26 \times 512$ | $13 \times 13 \times 512$ |
| 26 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 512$ |
| 27 | Convolutional +bnorm leaky | $1 \times 1 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 256$ |
| 28 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 512$ |
| 29 | Convolutional + linear | $1 \times 1 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 24$ |
| 30 | YOLO |  |  |  |

The training was also conducted using Tiny YOLOv3, which is a simplification of YOLOv3 with some modifications to the tiny YOLOv3 network structure. The Tiny YOLOv3 network structure can be seen in Table III. The Tiny YOLOv3 has fewer layers than Tiny YOLOv4

Tiny YOLOv3 and Tiny YOLOv4 training were conducted in batches of 64 with a total epoch of 100, 200, and 400 epochs. Each model consists of three classes consisting of humans, cars, and motorcycles with a threshold of 0.6.

Fig. 6. Example of output txt boundingbox

TABLE III. Tiny YOLOV3 Architecture

| Layer | Type | Size/Stride | Input | Output |
| :---: | :--- | :--- | :--- | :--- |
| 0 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $416 \times 416 \times 3$ | $416 \times 416 \times 16$ |
| 1 | Maxpool | $2 \times 2 / 2$ | $416 \times 416 \times 16$ | $208 \times 208 \times 16$ |
| 2 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $208 \times 208 \times 16$ | $208 \times 208 \times 32$ |
| 3 | Maxpool | $2 \times 2 / 2$ | $208 \times 208 \times 32$ | $104 \times 104 \times 32$ |
| 4 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $104 \times 104 \times 32$ | $104 \times 104 \times 64$ |
| 5 | Maxpool | $2 \times 2 / 2$ | $104 \times 104 \times 64$ | $52 \times 52 \times 64$ |
| 6 | Convolutional + bnorm leaky | $3 \times 3 / 1$ | $52 \times 52 \times 64$ | $52 \times 52 \times 128$ |
| 7 | Maxpool | $2 \times 2 / 2$ | $52 \times 52 \times 128$ | $26 \times 26 \times 128$ |
| 8 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $26 \times 26 \times 128$ | $26 \times 26 \times 256$ |
| 9 | Maxpool | $2 \times 2 / 2$ | $26 \times 26 \times 256$ | $13 \times 13 \times 256$ |
| 10 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 512$ |
| 11 | Maxpool | $2 \times 2 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 512$ |
| 12 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 1024$ |
| 13 | Convolutional +bnorm leaky | $1 \times 1 / 1$ | $13 \times 13 \times 1024$ | $13 \times 13 \times 256$ |
| 14 | Convolutional +bnorm leaky | $3 \times 3 / 1$ | $13 \times 13 \times 256$ | $13 \times 13 \times 512$ |
| 15 | Convolutional + linear | $1 \times 1 / 1$ | $13 \times 13 \times 512$ | $13 \times 13 \times 255$ |
| 16 | YOLO |  |  |  |
|  |  |  |  |  |

## D. Training Tiny YOLOv3 dan Tiny YOLOv4

TABLE IV. Comparison of Average Loss for Each Epoch

| Epoch | Average Loss |  |
| :---: | :---: | :---: |
|  | Tiny YOLOv3 | Tiny YOLOv4 |
| 100 | 1.469462 | 0.664295 |
| 200 | 1.178938 | 0.523478 |
| 400 | 0.997723 | 0.366202 |

Table IV shows the training results of Tiny YOLOv3 and tiny YOLOv4 with batches 64 and the number epoch of 100,200, and 400 epoch. As shown in the table, at 100 epochs, YOLOv4 got the initial loss of 394.9009 and the final average loss was 0.664295 with an iteration of 1578 . Meanwhile, YOLOv3 got an average initial loss of 566.8707 and a final average loss of 1.469462 in the iteration of 1578 .

The test results using YOLOv3 Tiny model detection and Tiny YOLOv4 with 100 , 200, and 400 epochs can be seen in Table V. Tiny YOLOv4 with 400 training epochs has the best accuracy, which is $83 \%$ while the Tiny YOLOv3 model with 100 training epochs got the worst accuracy with $8 \%$ during 8 tests. Therefore, based on the test results and refer to [13-16], the model used in this study is Tiny YOLOv4 with the epoch of 400 .

TABLE V. COMPARISON OF Tiny YOLO MODEL DETECTION Accuracy

| Epoch | Accuracy |  |
| :--- | :--- | :--- |
|  | Tiny YOLOv3 | Tiny YOLOv4 |
| 100 | $8 \%$ | $33 \%$ |
| 200 | $25 \%$ | $50 \%$ |
| 400 | $42 \%$ | $83 \%$ |

## E. Simulation Testing

The simulation test was aimed to see whether the YOLO algorithm can identify objects properly with the input of road segment video of the Universitas Sriwijaya, Indralaya campus. Simulation testing was carried out using the Tiny YOLOv4 network model with an epoch of 400 and a threshold of 0.5 .

The detection results were then sent serially to the microcontroller which is processed into a control signal and calculate how accurate the distance measurement is with the
actual distance measurement results using Depth Information. The test is carried out by identifying the object in front of the autonomous electric vehicle and send the object location data serially to the microcontroller. It is later processed into a control signal. This test was carried out 10 times. However, if the object is not in the front of the electric vehicle, the object is detected by YOLO but is not sent to the microcontroller. The simulation test results can be seen in Table VI.

TABLE VI. Simulation Test Results


Based on the results of simulation tests that were carried out 10 times, Tiny YOLOv4 with 400 training epochs obtained a detection accuracy of $80 \%$. The percentage of success of serial communication to the microcontroller is $100 \%$. If the tolerance for measuring distance using depth information was 50 cm , the accuracy of distance measurement was $66.77 \%$.

## F. Comparison of YOLO and HSV in Detecting Objects

TABLE VII. Comparison Results of Tiny YOLO and HSV

| Model | Figure | Description |
| :---: | :---: | :---: |
| Tiny YOLOv <br> 4400 <br> Epoch |  | Detected |
| HSV |  | Detected |

The YOLO algorithm was also compared to the HSV. The results showed that YOLO was able to detect object with an accuracy of $86.66 \%$ while HSV only got an accuracy of $33.33 \%$ in the experiment that performed 9 times as shown in Table VII.

## G. Real-time Testing

Real-time testing was conducted on roads around the Universitas Sriwijaya, Indralaya campus. The path taken by the autonomous electric vehicle is 1.7 km as can be seen in Fig. 7.


Fig. 7. Map for Real-time Testing
This test aims to examine whether the autonomous electric vehicle can avoid objects in front of it with the input from the detection results of the YOLOv4 Tiny model with an epoch of 400 and a threshold of 0.5 . The results in real-time can be seen in Table VIII. Since the autonomous electric vehicle has a 14 $\mathrm{km} /$ hour speed, which is below the average speed of a vehicle, the test was only carried out on stationary objects or in the opposite direction to the autonomous electric vehicle.

TABLE VIII. Real-time Testing Results



The real-time experiment using the implementation of the YOLO algorithm-based to identify the objects as input to the steering control system has been successfully carried out with an accuracy of $100 \%$.

## V. Conclusion

Based on the research conducted, the implementation of YOLO algorithm-based object identification has been successfully implemented as an input to the steering control system. The YOLO can detect an object instantly as long as the object is recognized by YOLO. The Tiny YOLOv4 model is superior to the Tiny YOLOv3 model because it has an object detection success rate of $83 \%$ and the average loss is the smallest with an average loss of 0.366202 . Thus, it becomes the model used in the system. The system can detect all objects in real-time with a success rate of avoiding objects has an accuracy of $100 \%$.

For future work, updated Graphic Processor Unit (GPU) with more Video Random Access Memory is needed to speed up the length of the model training, and more learning data is needed for the training process due to changes conditions that affect the system.
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