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Foreword

Industry 4.0 refers to the current trend of automation and data exchange in manu-
facturing technologies, also called Intelligent or Smart Manufacturing. There is an
increasing number of organizations and countries where Industry 4.0 is becoming
adopted including the United Kingdom (Industry 4.0 and the work around 4IR), the
United States, Japan, China and the European Union. Several research organiza-
tions, with a leading role for the Fraunhofer Institute, are pushing a reference
architecture model for secure data sharing based on standardized communication
interfaces. The nine pillars of technology that are supporting this transition include:
the internet of things (IoT), cloud computing, autonomous and robotics systems,
big data analytics, augmented reality, cybersecurity, simulation, system integration
and additive manufacturing. A key role is played by Industrial IoT with its many
components (platforms, gateways, devices) but many more technologies play a role
in this process including cloud, fog and edge computing, advanced data analytics,
innovative data exchange models, artificial intelligence, machine learning, mobile
and data communication and network technologies, as well as robotics, sensors and
actuators. Over the IoT, cyber-physical systems communicate and cooperate with
each other and with humans in real-time both internally and across organizational
services in the value chain. Within smart factories, cyber-physical systems monitor
physical processes, create a virtual copy of the physical world and make decen-
tralized decisions. The aim of this edited book is to focus on the nine pillars of
technology including innovative research, challenges, strategies and case studies.

Advances in science and technology continuously support the development of
industrialization all over the world. The First Industrial Revolution used water and
steam power to mechanize production, the Second used electric power to create
mass production and the Third used automation for the manufacturing line. Now a
Fourth Industrial Revolution, the digital revolution, is characterized by a fusion of
technologies that is blurring the lines between the physical, digital and biological
spheres. There are three reasons why today’s transformations represent not merely
a prolongation of the Third Industrial Revolution but rather the arrival of a Fourth
and distinct one: velocity, scope and systems impact. The speed of current break-
throughs has no historical precedent. When compared with previous industrial
revolutions, the Fourth is evolving at an exponential rather than a linear pace.
Moreover, it is disrupting almost every industry in every country. And, the breadth
and depth of these changes herald the transformation of entire systems of produc-
tion, management and governance. The design principles of Industry 4.0 such
as virtualization, interoperability, decentralization, service-oriented approaches,



real-time capabilities and modularity all play a key role in the radical changes
facing industry. In this book series, we describe the advantages of intelligent
manufacturing systems and discuss how they will benefit the manufacturing
industry by increasing productivity, competitiveness and profitability. (Benefits:
enhanced productivity through optimization and automation, real-time, better quality
products, sustainability, personalization and customization for consumers, and
improved scalability and agility.)

In this book series, the nine pillars of technology that are supporting this
transformation have been introduced: the IoT, cloud computing, autonomous and
robotics systems, big data analytics, augmented reality, cybersecurity, simulation,
system integration and additive manufacturing.

Technologies and Industry 4.0 are about reducing complexity and processes
and add value. However, while business processes are changing rapidly, industries
and manufacturers are struggling to exploit the full potential of digitization. From
both a strategic and technological perspective, the Industry 4.0 roadmap visualizes
every further step on the route towards an entirely digital enterprise. Many case
studies have been discussed in this book series, which aims to benefit and create
impact to industry players, scientists, academicians, researchers and manufacturers.
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Chapter 21

Case study: security system for solar panel theft
based on system integration of GPS tracking and

face recognition using deep learning

Bhakti Yudho Suprapto1, Meydie Tri Malindo1,
Muhammad Iqbal Agung Tri Putra1, Suci Dwijayanti1 and

Leong Wai Yie2

Security system is important to protect the objects, including solar panel modules. In
this study, an integrated system that combines image processing and object tracking
is proposed as a security system of solar panel. Face recognition using deep learning
is used to detect unknown face. Then, the stolen object can be tracked using Global
Positioning System (GPS) that works using General Packet Radio Service and
Global System for Mobile communication system. The results show that the inte-
grated security system is able to find the suspect and track the stolen object. Using the
combination of FaceNet and deep belief network, unknown face can be recognized
with an accuracy of 94.4% and 87.5% for offline and online testing, respectively.
Meanwhile, the GPS tracking system is able to track the coordinate data of the stolen
object with an error of 2.5 m and the average sending time is 4.64 s. The duration of
sending and receiving data is affected by the signal strength. The proposed method
works well in real-time manner and they can be monitored through a website for both
recorded unknown face and coordinate data location.

21.1 Introduction

Solar power plant is one of the alternative energies which is utilized in many appli-
cations in our daily life. Nevertheless, the price of solar panel is relatively high and so
it might be stolen. Thus, a security system is needed for the solar panel system.

Most of the security systems considered only one aspect such as the suspect or
the position of the stolen object. One of the methods to detect the suspected thief is
using image processing approach. Face recognition is often applied for security
system because of its high accuracy compared to other biometrics [1]. Thus,
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surveillance system can be developed using a security system based on face recog-
nition. Nurhopipah and Harjoko [2] developed a monitoring system using closed
circuit television (CCTV) that can detect motion and face and then recognize the
face. Another research by Wati and Abadianto [3] developed a home security system
based on face recognition. However, this system could not work in real time, espe-
cially for unknown face that might be the suspected person. In addition, the system
did not have any central storage to save the detected face.

Another aspect in a security system is to track the position of the stolen object.
Many research have been done to tracking the position using Global Positioning
System (GPS). GPS module and Global System for Mobile Communication (GSM)
have been used to track the stolen item using the study by Liu et al. [4] and Salim
and Idrees [5] who proposed security system based on GPS and General Packet
Radio Service (GPRS). Singh et al. [6] developed an object tracking system using
GPS with communication media of GPRS and Short Message Service (SMS), and
Shinde and Mane [7] utilized GPRS and GPS to track the location of the object
through website or smartphone. However, it did not have backup communication
system when there is no GPRS signal [5,7]. On the other hand, no central storage
may allow users to save the input data received from GPS manually [4,6].

Based on the problem mentioned earlier, it is important to make one system for
securing the object. Hence, this study proposed an integrated system that combines
the face recognition for finding the suspect who stole the solar panel module and
tracking system to find the current position of the stolen object. This chapter is
organized as follows: Section 21.2 describes the proposed method to recognize
unknown face and to track the data coordinate of stolen object. Results and discus-
sion are presented in Section 21.3. Finally, this chapter is concluded in Section 21.4.

21.2 Method

In this study, the proposed method is designed as the combination of face recognition
and tracking system. CCTV or webcam is attached close to the solar panel. When an
unknown person approaches the solar panel, his/her image will be captured by
CCTV or webcam and this image will be recognized using deep learning. If the
person is unrecognized, then the image will be sent and stored to online database that
can be utilized to track the identity of the thief. In the meantime, the position of the
stolen solar panel will be tracked using GPS. The detailed process of the proposed
method will be described in the following subsections.

21.2.1 Face recognition using deep learning
The face of an unknown person will be a key in the proposed security system in
finding a suspected person. The flowchart of the working process of face recognition
can be seen in Figure 21.1.

As shown in the flowchart, the first stage is initialization and it is followed by
face detection. Here, the system detects the face using Viola Jones algorithm [8]. The
next stage is face detection that is utilized whether the face is detected. If the face is
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detected, the system may continue with the following stage to recognize the face. In
this process, the face feature is extracted using embedding Facenet algorithm [9] and
the recognition process is performed by deep belief network (DBN). The recognized
face will be determined from the confidence value above 80%. The confidence value
below 80% is determined as unknown individual who will be captured and sent to
the database.

Data used in this research are obtained from different conditions, namely bright
and dark. In addition, the object must not cover his or her face. Data used in the
training process consist of two people, hereafter called as operator. This training data
are obtained from video CCTV. Then, to test the system, eight new faces are utilized.

In obtaining the model, 4,000 images of operators are used where 3,000 images for
training and 1,000 images for testing data. FaceNet is used to extract face features to
obtain 128 domain points, which is called face embedding. These embedding files are
used as the input for DBN. The obtained model is then tested in two conditions, namely
offline and online. In the offline test, system is tested for recognized and unrecognized

Start

Initialization

Face detection

YES

YES

NO

NO

Is there a
face

detected?

Is there a
recognized

face?

Send images to the
database

Face recognition

Capture frame

Finish

Figure 21.1 Flowchart for face recognition system
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faces coming from images and videos. Nine unrecognized faces are utilized to test the
system in both bright and dark. In the online test, the system may recognize the faces in
real time and the unknown faces are sent to the database for both bright and dark.

The training process of the proposed method is shown in Figure 21.2. The first
stage is to resize the image into 96 � 96 to comply with the input for the purpose of
embedding process for FaceNet.

Architecture of FaceNet used in this study is model inception_blocks_v2 in the
structure as shown in Table 21.1. Instead of using artificial neural network (ANN)
for classification stage, this study utilizes a generative model DBN that consists of
restricted Boltzmann machines (RBMs) [10]. DBN does not have any connection in
intra layer. Parameters for training network of DBN used in this study can be seen
in Table 21.2.

21.2.2 GPS tracking
Face recognition in the previous subsection may be helpful to capture a suspect who
stole the solar panel. In the meantime, the stolen object may have been moved to
different position. Hence, the security system integrates the face recognition system
with GPS tracking to track the position of stolen object.

In this study, the proposed GPS tracking uses the combination of GPRS and
GSM as communication system to send the location of the stolen solar panel from
Internet network and SMS, respectively. This security system works in parallel with
face recognition system. The proposed process of tracking is shown in Figure 21.3.

As shown in Figure 21.3, the system will determine the coordinate location of
solar panel using GPS sensor that is aimed as a receiver from GPS satellite to receive
and process data to obtain accurate coordinate. When the location is obtained, coor-
dinate data are sent to the database using GPRS or GSM through an SMS. Location and
position movement of the stolen solar panel will be tracked in real time and shown in
the website. This security system also has website and android application as an
interface to track the position and location of the solar panel module. Figures 21.4 and
21.5 represent the website interface and android application, respectively .

While sending the data location, Internet might be interrupted and it will depend
on the strength of signal. Hence, this proposed tracking system is also provided to
read SMS that is sent to the smartphone.

21.3 Results and discussion

This proposed security system integrates two systems: face recognition to capture the
suspect and GPS tracking to track the location of the suspect and the stolen solar panel.
In the experiment, both systems will be examined.

21.3.1 Deep learning model for face recognition system
Data used for training consist of two people in two conditions during the day and
night as shown in Figure 21.6. Total data for training and testing are 4,000 images.
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After obtaining the face feature through FaceNet using the structure as shown
in Table 21.1, the features are used as the input to DBN. Parameter structure for
DBN is shown in Table 21.2. As DBN is a combination of RBMs, such RBMs
reconstruct the input and minimize the reconstruction error. Output of the first
hidden layer will be the input for the visible layer in the second RBM and so on.
The graph of reconstruction error for RBMs can be seen in Figure 21.7.

As shown in Figure 21.7, the reconstruction error is small for the last RBM.
This may indicate that RBM has formed a model that can detect the pattern of the
data. This process is performed in an unsupervised manner. The next stage in the
training process is performed in a supervised manner which is the same as ANN
[11] and its training loss can be seen in Figure 21.8. This training loss decreases
significantly in 356th epoch which may indicate that the training process needs
relatively high computation time. However, this model is robust to detect the
testing data which is not included in training process coming from the operator.

Table 21.1 Inception blocks V2 architecture

ZeroPadding

Conv (7 � 7 � 3.2) þ norm
ZeroPadding þ max pool
Conv (1 � 1 � 3.1) þ norm
ZeroPadding
Conv (3 � 3 � 3.1)þnorm
ZeroPadding þ max pool
Inception (1a)
Inception (1b)
Inception (1c)
Inception (2a)
Inception (2b)
Inception (3a)
Inception (3b)
Average pool
Flatten
L2

Table 21.2 Parameter training network DBN

Parameter Parameter values

Hidden layer structure [3,000, 4,500, 3,000]
Jumlah epoch RBM 10
Learning rate RBM 0.001
Jumlah epoch ANN 3,000
Learning rate ANN 0.01
Batch size 32
Dropout 0.2
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Figure 21.4 Website interface

Figure 21.5 Android application interface
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(a) (b) (c) (d)

Figure 21.6 Sample of known face (2 operators) used in training, bright 1 (a),
dark 1 (b), bright 2 (c), and dark 2 (d)
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21.3.2 Offline test
Offline test is divided into known face (operator) and unknown face (suspect). To
detect unknown face, the system must represent the confidence probability based on
the model of FaceNet and DBN which have been trained earlier. Here, the confidence
probability below 90% may imply unknown face. Higher confidence probability is
chosen because the aim of this face recognition is performed as a security system.

For known face, the system has an accuracy of 96.4%. It may recognize 964
images of operators from 1,000 images that are not included in the training process.
This result shows that the system is good enough to recognize the known face.

Later, the system is tested using unknown images that are totally new data.
These images come from nine different individuals for both image and video. The
results of testing using image can been seen in Table 21.3.

As shown in Table 21.3, the proposed system is able to recognize unknown
face for each person. The error still occurs in the first unknown image that is
recognized as operator. There might be some factors that cause it such as light
intensity and the feature of unknown face may have similar characteristics as the
operators’ faces used in the training.

Next, the test was also performed in the video for unknown faces. Videos for nine
unknown faces were recorded using CCTV and webcam to see the performance of the
deep learning model in two different cameras. The results can be seen in Table 21.4.

From Table 21.4, the system can work well for moving images (video) using
CCTV and webcam. Accuracy of recognizing unknown face is 94.44% for video.
However, for the night where lighting is limited, CCTV gives better accuracy than

Table 21.3 Results of offline test for unknown face

No. Face image Lighting condition Recognition Prediction (confidence)

1 Unknown 1 Bright False Operator 1 (100%)
Dark False Operator 1 (99.91%)

2 Unknown 2 Bright True Operator 1 (83.16%)
Dark True Operator 2 (56.12%)

3 Unknown 3 Bright True Operator 1 (67.55%)
Dark True Operator 1 (84.85%)

4 Unknown 4 Bright True Operator 1 (66.23%)
Dark True Operator 2 (75.55%)

5 Unknown 5 Bright True Operator 1 (73.38%)
Dark True Operator 2 (52.2%)

6 Unknown 6 Bright True Operator 1 (52.94%)
Dark True Operator 1 (61.35%)

7 Unknown 7 Bright True Operator 1 (72.43%)
Dark True Operator 2 (78.45%)

8 Unknown 8 Bright True Operator 2 (82.94%)
Dark True Operator 2 (79.99%)

9 Unknown 9 Bright True Operator 2 (81.95%)
Dark True Operator 1 (50.96%)
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webcam because it has infrared which is helpful in capturing the face compared
with webcam as shown in Figure 21.9.

21.3.3 Online test
As the proposed security system will work in real time, the online test should be
performed. As shown in Figure 21.9, the face captured using CCTV gives better
result than webcam. However, CCTB brand used in the experiment has difficulty in
making connection to Python used in face recognition system. Hence, during the
online test, webcam is utilized to capture image in video format.

Table 21.4 Offline test using video for unknown faces

Face image Camera Lighting condition Capture Probability (confidence) (%)

Unknown 1 CCTV Bright Fail 100
Dark Success 77.88

Webcam Bright Fail 100
Dark Success 85.27

Unknown 2 CCTV Bright Success 70.02
Dark Success 64.93

Webcam Bright Success 50.88
Dark Success 66.96

Unknown 3 CCTV Bright Success 82.77
Dark Success 87.84

Webcam Bright Success 81.19
Dark Success 74.29

Unknown 4 CCTV Bright Success 83.88
Dark Success 74.81

Webcam Bright Success 54.65
Dark Success 55.39

Unknown 5 CCTV Bright Success 73.19
Dark Success 79.8

Webcam Bright Success 69.84
Dark Success 63.61

Unknown 6 CCTV Bright Success 83.74
Dark Success 52.9

Webcam Bright Success 73.97
Dark Success 73.65

Unknown 7 CCTV Bright Success 67.93
Dark Success 73.95

Webcam Bright Success 72.79
Dark Success 87.74

Unknown 8 CCTV Bright Success 50.53
Dark Success 63.55

Webcam Bright Success 86.13
Dark Success 83.26

Unknown 9 CCTV Bright Success 67.65
Dark Success 84.11

Webcam Bright Success 55.18
Dark Success 85.78
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In the online test, using face recognition system that has been trained by deep
learning earlier, the unknown detected face will be captured and sent to website as
shown in Figure 21.10. Here, website has a role as the database which presents
unknown faces captured by the system. Results of online test can be seen in Table 21.5.

As shown in Table 21.5, the system can detect unknown face and send it to the
database. This can be helpful for the operators to monitor solar panel, especially when
the solar panel is stolen. This security system based on face recognition works well in the
day when the light is bright. Nevertheless, in the night, the system experiences difficulty
in detecting and recognizing the face because the face image is not clear. Overall, the
proposed system is able to recognize unknown face with an accuracy of 87.5% for real-
time condition.

21.3.4 GPS tracking test
As an integrated security system, the GPS tracking system may work when the stolen
solar panel has moved from its original position. The face recognition may be helpful

(a) (b)

Figure 21.9 Captured image for unknown face, using CCTV (a) and webcam (b)

Figure 21.10 Website interface for storing the unknown face captured by the face
recognition system
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for the operator to find the suspect who stole the solar panel. However, the solar
panel that has been stolen needs to be tracked so that its position can be found.

In the first experiment for testing the accuracy of GPS system, the solar panel is
placed in the initial position and the coordinate for this initial position can be seen in
Table 21.6.

As shown in Table 21.6, the coordinate GPS sensor has good accuracy as the
difference between the coordinate from smartphone which is obtained from Google
Maps is 0.00004 and 0.00003 for latitude and longitude, respectively. Then, the solar
panel module box is moved to different locations of 1, 10, 50, 100, 150, 200 m away
from the initial location. The results of coordinate changes can be seen in Table 21.7.
As shown in the table, the first data have coordinates of �3.21523˚ and 104.64860˚
for latitude and longitude, respectively, when the GPS sensor is moved for 1 m.
Hence, we can find the distance from two coordinates (see Table 21.6 for initial
coordinate and the data in Table 21.7) using Haversine equation [12] as follows.

Dlat ¼ lat2 � lat1

Dlng ¼ lng2 � lng1

a ¼ sin2 Dlat
2

� �
þ cos lat1ð Þ � cos lat2ð Þ � sin2 Dlng

2

� �

d ¼ 2 � R � arc sin
ffiffiffi
a

p� �

Table 21.5 Results of online test

Thief Upload image

Bright (day light) Dark (night)

Unknown 1 Success Success
Unknown 2 Success Success
Unknown 3 Success Success
Unknown 4 Success Success
Unknown 5 Fail Success
Unknown 6 Success Success
Unknown 7 Success Success
Unknown 8 Success Success

Table 21.6 Initial coordinate data of solar panel

Smartphone data Sensor GPS data

Latitude Longitude Latitude Longitude
�3.21525˚ 104.64857˚ �3.21521˚ 104.64859˚
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where d is the distance in meter, R is the radius of earth at the equator which is
6,378,137 m, and Dlat, Dlng, lat1, lat2, lng1, and lng2 are in radian.

From Table 21.7, the difference between actual data and GPS sensor as well as
smartphone is large enough for the first three data. This difference becomes smaller
for the fourth to sixth data. The difference is about 2.53 m which is suitable with the
specification of the sensor in this research with the error of about �2.5 m [13].

21.3.5 GPS tracking: communication system
The proposed tracking system must have good communication system. Thus, the
success of sending data and time while sending data is important. In this study,
GPRS will be utilized as communication data system for Internet network and
GSM is a backup system for SMS.

The initial position is shown by red bullet in Figure 21.11. This figure represents
the moving lane of solar panel box. The aim is to get the coordinate data and time for
sending the data from initial to the current position.

Results for communicating system using GPRS after moving object 16 times
can be seen in Table 21.8. As shown in the table, the time need for sending and
receiving the coordinate data is around 2–4 s with the average of 2.38 s. And the
time to send the moving object from one location to other is about 17–22 s.
Meanwhile, server may receive the data in about 18–21 s. The average time is
19.53 and 19.40 s for sending and receiving, respectively. Table 21.8 also shows
the signal strength with the unit of received signal strength indicator (RSSI) [14]
where the higher is the better signal strength.

In addition, this study also performed experiment for different speeds while the
object is moving from one to another position. The speed varies from 20 to 60 km/h
as shown in Tables 21.9 and 21.10.

We can see from Table 21.10 that the duration for sending the data is the same
as Table 21.9 which is 2 s. Time delay for sending and receiving the data is 19 and
18.75 s, respectively. This means that the speed of moving object may not influence
GPRS in sending and receiving the data. Using GPRS, the tracking system needs
2.38 s for receiving coordinate data and 19.4 s for receiving them. This process of
sending and receiving data may depend on the signal strength.

Table 21.7 Coordinate data after moving the position of GPS sensor

Smartphone data Sensor GPS data Distance (m)

Latitude Longitude Latitude Longitude Smartphone Sensor Actual

�3.21523˚ 104.64860˚ �3.21523˚ 104.64860˚ 4.01 2.49 1
�3.21509˚ 104.64858˚ �3.21515˚ 104.64862˚ 17.85 7.47 10
�3.21477˚ 104.64860˚ �3.21477˚ 104.64860˚ 53.54 48.99 50
�3.21433˚ 104.64860˚ �3.21432˚ 104.64860˚ 102.47 99.08 100
�3.21391˚ 104.64860˚ �3.21387˚ 104.64860˚ 149.21 149.17 150
�3.21345˚ 104.64870˚ �3.21342˚ 104.64860˚ 200.90 199.26 200
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As communication data also utilizes GSM, the testing of sending and receiving
coordinate data is also performed in this study. The results can be seen in Table 21.11.

Table 21.11 shows that the duration of sending data using GSM is longer than
using GPRS. The average time is 4.87 s which is twice that of GPRS. It might
happen because GSM has two stages in sending data. First, the system sends the
coordinate data through SMS to smartphone and later, application in smartphone
reads SMS and sends the coordinate data to database using Internet connection.
Figure 21.12 shows the SMS sent to the smartphone.

Figure 21.11 Moving lane of solar panel box to test communication system

Table 21.8 Results of communication system using GPRS

Sending time
(WIB)

Receiving time
(WIB)

Sending time
duration (s)

Time differences Signal
strengthSent

(s)
Received
(s)

13:38:57 13:38:59 2 0 0 17
13:39:16 13:39:18 2 19 19 17
13:39:35 13:39:37 2 19 19 18
13:39:54 13:39:56 2 19 19 21
13:40:13 13:40:15 2 19 19 19
13:40:32 13:40:34 2 19 19 19
13:40:51 13:40:53 2 19 19 14
13:41:10 13:41:12 2 19 19 16
13:41:28 13:41:31 3 18 19 15
13:41:48 13:41:51 3 20 20 14
13:42:08 13:42:12 4 20 21 14
13:42:30 13:42:33 3 22 21 18
13:42:51 13:42:53 2 21 20 19
13:43:10 13:43:13 3 21 20 23
13:43:30 13:43:32 2 20 19 29
13:43:48 13:43:50 2 18 18 31
Average 2.38 19.53 19.40 19
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As shown in Figure 21.12, there are some information sent in this SMS. The
sequences information is as follows: the sending time, signal strength, status, type
of communication, latitude and longitude. As seen in Table 21.11, GSM needs
18.71 and 18.57 s time delay for sending and receiving the coordinate data,
respectively. This may imply that the time delay for sending and receiving may not
be influenced by the type of communication data and the speed of moving object. It
may be affected by the feedback response given by SIM808. From Tables 21.8 to
21.11, the time delay for sending each data is almost equal to about 19 s. Hence,
communication using GSM can be utilized as a backup system when signal strength
is low or Internet is unavailable.

21.3.6 GPS tracking: real-time system test
The purpose of GPS tracking in the security system of solar panel is to track the
position of the stolen solar panel box in a real-time manner. The initial coordinates
for this real-time test is shown in Table 21.12.

When the initial position has been saved in the database, the system will have
“standby” status automatically as shown in Figure 21.13. The object will not be
moved for 10 min to distinguish whether the position is moving or not. Table 21.12

Table 21.9 Results of communication system using GPRS (20 km/h)

Sending time
(WIB)

Receiving time
(WIB)

Sending time
duration (s)

Time differences Signal
strengthSent

(s)
Received
(s)

11:14:02 11:14:04 2 0 0 18
11:14:21 11:14:23 2 19 19 16
11:14:40 11:14:42 2 19 19 15
11:14:59 11:15:01 2 19 19 16
11:15:18 11:15:20 2 19 19 15
Average 2 19 19 16

Table 21.10 Results of communication system using GPRS (60 km/h)

Sending time
(WIB)

Receiving time
(WIB)

Sending time
duration (s)

Time differences Signal
strengthSent

(s)
Received
(s)

11:35:05 11:35:07 2 0 0 25
11:35:24 11:35:26 2 19 19 18
11:35:42 11:35:44 2 18 18 21
11:36:01 11:36:03 2 19 19 17
11:36:20 11:36:22 2 19 19 16
Average 2 18.75 18.75 19.4
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Table 21.11 Results of communication system using GSM

Sending time
(WIB)

Receiving time
(WIB)

Sending time
duration (s)

Time differences Signal
strengthSent

(s)
Received
(s)

14:11:29 14:11:35 6 0 0 18
14:11:51 14:11:56 5 22 21 16
14:12:09 14:12:14 5 18 18 21
14:12:27 14:12:32 5 18 18 18
14:12:45 14:12:50 5 18 18 28
14:13:06 14:13:11 5 21 21 21
14:13:24 14:13:29 5 18 18 18
14:13:42 14:13:46 4 18 17 16
14:13:59 14:14:04 5 17 18 16
14:14:17 14:14:22 5 18 18 19
14:14:35 14:14:40 5 18 18 14
14:14:53 14:14:57 4 18 17 14
14:15:10 14:15:15 5 17 18 20
14:15:30 14:15:35 5 20 20 26
14:15:51 14:15:55 4 21 20 29
Average 4.87 18.71 18.57s 19.6

Figure 21.12 Coordinate data from GSM communication system through SMS
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shows that the coordinate data do not change for 10 min when the object is not
moving. Thus, the system is able to distinguish the standby mode.

Later, the object is moved to new position as shown in Figure 21.14 and the
coordinate data can be seen in Table 21.13. As shown in Figure 21.14, pin location
colored blue represents the initial position of solar panel module and the red repre-
sents the final location of it. From this figure, we can see that the proposed system

Table 21.12 Coordinate data for initial position to test the real-time GPS system

Coordinate Signal
strength

Status

Latitude Longitude

Initial position �3.21737˚ 104.64520˚ 15 Standby
After 10 min without moving the object �3.21737˚ 104.64520˚ 20 Standby

Figure 21.13 System interface in standby mode

Figure 21.14 System interface in tracking mode
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may recognize the position of the solar panel from standby to moving. Figure 21.14
also shows that the tracking system is able to draw the lane that is passed by the solar
panel box. In Table 21.13, data of 28 coordinates represent different communication
systems. It is in GSM mode for three times (13th, 14th, and 26th data). The system
will automatically move to GSM when the system cannot send the data using Internet
or there is an error as well as disturbance while sending the data which may cause
failure. In the 13th and 14th data, the signal strength is 9 which is considered low and
hence the system uses GSM directly. Meanwhile, in the 26th data, the signal strength
is 19 which is good enough but there might be failure or error while sending the data.

Figure 21.15 shows the visualization of coordinate data as shown in
Table 21.13. The red and gray colors represent the data sending by GPRS and
GSM, respectively. The details of sending time can be seen in Table 21.14.

Table 21.13 Coordinate data for real-time GPS tracking system

No. Sending time
(WIB)

Coordinate Signal
strength

Communication
typeLatitude Longitude

1 14:54:56 �3.21726˚ 104.6446˚ 15 GPRS
2 14:55:12 �3.2173˚ 104.644˚ 20 GPRS
3 14:55:28 �3.21784˚ 104.64388˚ 18 GPRS
4 14:55:44 �3.21913˚ 104.64376˚ 24 GPRS
5 14:56:00 �3.2201˚ 104.64378˚ 17 GPRS
6 14:56:15 �3.22041˚ 104.6442˚ 15 GPRS
7 14:56:31 �3.22039˚ 104.6454˚ 15 GPRS
8 14:56:47 �3.22044˚ 104.6465˚ 17 GPRS
9 14:57:03 �3.22001˚ 104.64682˚ 13 GPRS
10 14:57:19 �3.21947˚ 104.6468˚ 13 GPRS
11 14:57:36 �3.21956˚ 104.6475˚ 11 GPRS
12 14:57:53 �3.21952˚ 104.6483˚ 10 GPRS
13 14:58:09 �3.21950˚ 104.64900˚ 9 GSM
14 14:58:25 �3.21954˚ 104.64970˚ 9 GSM
15 14:58:41 �3.21921˚ 104.6504˚ 12 GPRS
16 14:58:57 �3.21823˚ 104.65059˚ 12 GPRS
17 14:59:35 �3.21729˚ 104.6508˚ 21 GPRS
18 14:59:51 �3.21735˚ 104.6514˚ 19 GPRS
19 15:00:08 �3.21733˚ 104.6526˚ 18 GPRS
20 15:00:24 �3.21729˚ 104.6534˚ 23 GPRS
21 15:00:42 �3.21734˚ 104.6548˚ 22 GPRS
22 15:00:59 �3.21731˚ 104.656˚ 18 GPRS
23 15:01:16 �3.21731˚ 104.657˚ 19 GPRS
24 15:01:34 �3.21729˚ 104.6585˚ 19 GPRS
25 15:01:52 �3.21808˚ 104.65902˚ 19 GPRS
26 15:02:10 �3.21853˚ 104.65939˚ 19 GSM
27 15:02:26 �3.21897˚ 104.6593˚ 24 GPRS
28 15:02:42 �3.21898˚ 104.6593˚ 23 GPRS
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From Table 21.14, the average sending time is 4.64 s. This time duration may
be affected by the strength of the signal. In this experiment, the signal strength is
16.93 so the system needs lesser time in sending the coordinate data.

Lastly, the experiment is also performed for a condition when the system
cannot connect to the satellite or when there is no GPRS or GSM connection.
Figure 21.16 shows the interface when the system cannot be connected to the
server.

As shown in Figure 21.16, the interface is quite different with Figure 21.14.
Status system has changed to a lost connection and there is a circle around the red
pin. The radius represented by this condition is set to be 100 m. This may indicate
the last location of the solar panel box. This condition may occur after 10 mins that
the system cannot send data to the server.

From the results and discussions earlier, we can see that the face recognition
system and tracking system work together as integrated security system. The
security system is able to capture the unknown face who is suspected to be harmful
to the solar panel module. The face recognition developed using deep learning can
distinguish the known and unknown faces. On the other hand, the tracking system
that is aimed to track the position of the stolen solar panel box works well using
GPS technology based on GPRS and GSM. The tracking system can recognize the
solar panel module position whether it stays still or move to a new location. Those
both face recognition and tracking system can be monitored through an interface
based on website. Thus, this security system can be applied in real-time condition.
In addition, the tracking system is able to manage the lost connection status by
giving the information of the last location in radius of 100 m after 10 min when the
system cannot send new coordinate data.

Figure 21.15 Visualization of coordinate data and the signal strength in real-time
test of tracking system
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Table 21.14 Data for communication system in real-time test of tracking system

Sending time
(WIB)

Receiving time
(WIB)

Sending time
duration (s)

Time differences Signal
strengthSent

(s)
Received
(s)

14:54:56 14:55:02 6 0 0 15
14:55:12 14:55:18 6 16 16 20
14:55:28 14:55:34 6 16 16 18
14:55:44 14:55:50 6 16 16 24
14:56:00 14:56:06 6 16 16 17
14:56:15 14:56:21 6 15 15 15
14:56:31 14:56:37 6 16 16 15
14:56:47 14:56:53 6 16 16 17
14:57:03 14:57:06 3 16 13 13
14:57:19 14:57:22 3 16 16 13
14:57:36 14:57:40 4 17 18 11
14:57:53 14:57:56 3 17 16 10
14:58:09 14:58:14 5 16 18 9
14:58:25 14:58:30 5 16 16 9
14:58:41 14:58:44 3 16 14 12
14:58:57 14:59:05 8 16 21 12
14:59:35 14:59:38 3 38 33 21
14:59:51 14:59:55 4 16 17 19
15:00:08 15:00:11 3 17 16 18
15:00:24 15:00:28 4 16 17 23
15:00:42 15:00:45 3 18 17 22
15:00:59 15:01:03 4 17 18 18
15:01:16 15:01:20 4 17 17 19
15:01:34 15:01:39 5 18 19 19
15:01:52 15:01:55 3 18 16 19
15:02:10 15:02:17 7 18 22 19
15:02:26 15:02:31 5 16 14 24
15:02:42 15:02:45 3 16 14 23
Average 4.64 17.26 17.15 16.93

Figure 21.16 Interface for system response when the solar panel box has lost
connection to the server
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21.4 Conclusion

This study proposed an integrated system for a security system to find and track the
stolen good. The first level of security system is face recognition system that may
recognize unknown face using FaceNet as the feature extraction and DBN for the
classifier. This system is integrated to the database. From the experiment performed
in offline and online manner, the system is able to recognize unknown face with an
accuracy of 94.4% for offline and 87.5% for online or in real-time condition. The
unknown face recognized by the system is captured and sent to the database may be
helpful to find the suspect who stole the object. Meanwhile, the stolen object
position needs to be tracked. This tracking is performed in the second level of
security system once the object has been stolen. The tracking system utilizes GPS
integrated to the database using GPRS and GSM as communication system. The
error of GPS sensor is about 2.5 m with the sending time duration of 4.64 s. The
system can also track the coordinate location well using both GPRS and GSM and
this is affected by the strength of the signal.

The proposed security system could be useful for the security system as it
combines the technology of face recognition and GPS tracking.
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