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The Development of Lecturer Research Productivity Framework in Higher 

Education 

 

 

This study aims to build a framework for lecturer research productivity in a higher 

education institution (HEI). To build a framework, the variables that affect 

research productivity in HEI must first be selected. The selection of variables 

using three mechanisms: Feature Importance (FI), Univariate Selection (U), 

Correlation Matrix (CM) resulted in eight variables that have a positive effect on 

research productivity: Article (FI: 0.33631, U: 154.38, CM: 0.79), Citation ( FI: 

0.25761, U: 95.86, CM: 0.70), Conference (FI: 0.16876, U: 68.67, CM: 0.57), 

Functional Position (FI: 0.05544, U: 10.13, CM: 0.29), Grants (FI: 0.04647, U: 

35.40, CM: 0.36), IPR (FI: 0.04221, U: 19.81, CM: 0.27), Education (FI: 0.03768, 

U: 2.57, CM: 0.26), and Award Winner (FI: 0.02311, U: 2.66 , CM: 0.26). In the 

next step, the selected variables convert into independent variables and dependent 

variables which are used as components to build the framework.  

For the purpose of testing and evaluating, this study involved four data mining 

algorithms (Support Vector Machine (SVM), Decision Tree (DT), K-Nearest 

Neighbors (K-NN), and Naïve Bayes (NB). on the variables that make up the 

framework, the accuracy scores for each algorithm are obtained: SVM by 92 

percent, DT by 86 percent, K-NN by 87 percent, and NB by 81 percent. In the last 

chapter, the formula for calculating the level of lecturer research productivity was 

also provided. The proposed formula is still premature, but it can pave the way for 

more in-depth research in the future. 
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