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Abstract—Facial Expression Recognition (FER) of the 

image is one of the potential research fields. It remains some 

open problems to be solved such as various head positions, 

backgrounds, occlusion, face attribute etc., where the FER 

2013 dataset give such conditions. In this research, the small 

balanced dataset used to recognize two common fundamental 

expression, happy and sad face image as our set conditions. 

Using SVM as classifier and HOG as feature expression 

method, this research shows best performance, that is 72% 

accuracy, in quadratic polynomial kernel with intercept 

constant b = 1 and tolerance constant C = 0.1. By using such 

conditions, minimized pose variant, a conventional approach in 

FER such SVM and HOG has shown fair performance in the 

FER 2013 dataset.  

Keywords—SVM, HOG, FER 

I. INTRODUCTION 

Human expression can be described by facial expression, 
hand gestures, and voice, while 55%, as a big one, was 
component come from facial expression [1]. Commonly, 
there are six fundamental expression such as happiness, 
sadness, fear, disgust, surprise, and anger [2]. It has given 
some benefit to classify a human expression. Particularly, in 
Health care, better serve from analyze inner psychological 
human [3], Human-robotic interactions (HRI), and human 
computer interaction (HCI) [1]. 

Facial Expression Recognition (FER), as an area of 
research, focus on how the system can recognise human 
expression by their face or facial aspect. FER system can be 
classified into two approaches, they are machine learning 
(conventional) and deep learning approach [4]. The 
difference between them is how they obtain their feature 
extraction. Machine learning or conventional approaches 
utilize an algorithm to get manually specific feature, for 
instance texture, shape, feature point or even in frequent 
domain such as gabor feature. while another get they feature 
automatically.  

For the dataset, there are many researcher had created 
this one. Started in 1998, JAFFE dataset begin this area of 
research using seven facial emotion posed by Japanese 
female [5], while KDEF dataset offer five different angles 
[6] in same year. After that, there are video and 3D dataset in 
earlier 2000 such as MMI [7] and BU-3DFE dataset [8] 
respectively. For illumination aspect, GENKI-4K dataset 
offer wide range of illumination conditions [9]. CK+ dataset 
conducted still image and video sequence from 18 to 30 
subject age range [10]. For some obstacle such as glasses, 
NVIE dataset conducted that condition [11] and Multi-PIE 
dataset set extend range of viewpoints and illumination 
conditions [12]. In pain aspect  UNBC-Mc dataset had 
conducted that condition [13]. Oulu-CASIA give 23 to 58 

subject age ranges with sequence image for expression [14]. 
For multi modal aspect, GEMEP-FERA give audio and 
video record [15]. For the wild scenario or real word 
conditions AFEW [16] and FER2013 [17] give an issues 
need to be solved. The MPI dataset guarantee for natural face 
expression [18], while DISFA dataset given variety of 
ethnicities in different gender [19]. Brighamton university 
expand their dataset before (BU-3DFE) to BP4D-
spontaneous dataset [20]. For some race included, CE dataset 
offer their dataset in several subject age, 23 years old in rate 
[21]. In recent, there is RAF-DB dataset for real world 
situation with more variety aspect in subject [22][23].  

There are some issues in this area of research as a 
challenge and opportunity. In [4], their research reveal that 
they are five issues which are wild environmental conditions, 
the lack of high-quality publicity available data, the pressure 
of high volume data processing, multi-modal affect 
recognition, and visual privacy. For the wild environmental 
conditions they are some challenge, for instance illumination 
aspect, pose variant, any occlusion (glasses, hat, etc.), view 
point and many others. In FER 2013 Dataset there are 
multiple pose variation collected from many subject with 
many occlusion. This dataset give challenge to us that need 
to be solved.  

Some research used FER2013 dataset, in particular, [2] 
used Extreme Learning Machine (ELM) with two different 
feature extractors and give 63.86% for the HOG feature and 
55.11% for the LBP feature. Meanwhile, by using the deep 
learning approach, [24] used CNN to recognize facial 
expression with 51.1% success and [25] give better result 
72.10%. Another research, [26] used DNN give 66.4% 
success.  

By using SVM Classifier and HOG feature extraction, in 
their empirical evaluation for FER2013 dataset, [27] give a 
better performance for cubic kernel as 57.17% accuracy. In 
their research, they used all the seven basic human 
expression. As mention before, there are a pose-variant issue, 
that come in real world condition dataset, included this 
FER2013 dataset. From that issues, how if we reduce some 
pose variant, then this research focus on two basic or 
fundamental expression, happy and sad, to reduce some pose 
variant in wild condition and looking for how good the SVM 
and HOG in this condition. Moreover, this research using 
small number of dataset in reduce pose-variant condition (in 
wild conditions) and same number of dataset for balanced 
dataset aspect. 

II. HISTOGRAM OF ORIENTED GRADIENT (HOG) 

HOG is one of feature descriptor used gradient along 
with  its orientation (magnitude and direction) as an 
important information to describe or represent an image. This 
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feature descriptor is widely used in computer vision to 
determine an object [28][29]. 

Given a grayscale image  has two gradient image  and 
 based on -axis and -axis respectively. These two 

gradient image are computed by (1) and (2) to all pixel 
trough row  and column . As the name is Histogram of 
Oriented Gradient (HOG) than these two image are 
substantial part of this method. The gradient image are given 
by subtraction from original image  based on their -axis 
shown by change of column in (1), an the same analogy for 

-axis. The concept is using numerical 1st order derivative 
function. HOG feature extraction method collect gradient 
feature of image trough the group of local part of image  
called cell (shown by Figure 1.a : Green box). This feature  
as magnitude of image gradient (3) are set by their 
orientation  (4). 

          (1) 
          (2) 

             (3) 

          (4) 

 
They are  group for this feature called bin varied on 

certain number, typically 9 bins used in [0, 180] (shown by 
Figure 2). The index of bin  is lie on  where the 
range of each bin are in  for  is computed by 
(5) and the center  given by (6). They are such components 

in each bin  voted by (7) and (8), where . If  is 

over  than  turn back to the first index (shown by 
figure 2) or rather .  

    (5) 

   (6) 

  (7) 

  (8) 

 
The cell in the image may consist of several number of 

pixels, particularly 9 pixels, where there is no overlap pixel 
on each formed cell. Furthermore, each cell is grouped as a 
block and may have overlap cell in there. These all shown by 
figure 1.b as a cell and block from original image.  The 
histogram of this feature extraction method is come out from 
histogram of every magnitude  grouped by such bins in 
each cell (see figure 1.a). All the cell histogram features are 
grouped once more as a block and become the last form of 
this feature method or rather call the feature of HOG (9). 
This feature needs to be normalized by (10) for every cell 
and block. In addition,  is a block for normalize every cell 
and a feature for normalize every block.  

  
 

where 
 and  

is corresponding cell in  block     (9) 
 

       (10) 

 
(a) 

 
(b) 

Fig. 1. Hog (a) Feature Extraction  and (b) cell-block orientation 

 

Fig. 2. Bin in HOG 

III. SUPPORT VECTOR MACHINE (SVM) 

SVM is a method to classify two class by split feature 
vector from sample space using a line in  or rather called 
hyperplane in .This hyperplane assosiated with some 
vector to support optimal margin, described by Figure 3 
[30][31].  

Let say we have two group of classes  for 
each data points . Notice from the figure 3, they are 

separated by black line as two group. This line called SVM 
hyperplane. By using the sign of hyperplane result, SVM 
determine the class of data point  (11).  

    (11) 
 

 (12) 
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Fig. 3. SVM Hyperplane 

SVM work with the boundaries line (fig. 1: red and blue 
line) that lie on such data point  called support vector. The 
maximum gap between two classes (boundaries) is achieved 

by minimize  with subject to  as a 

constraint. By using Lagrange function, the SVM hyperplane 
parameter weight  and bias  are discovered (12), where 
the corresponding  called Lagrange Multiplier. 

The given data may not linearly separated as figure 1 
showed us. By this condition, we have to transform our data 
point into a certain space  (shown by figure 4). In order to 
transform data, we use Kernel function. This may lead us to 
“linearly separated data”, where the hyperplane not in line 
form, moreover it can be in the plane or higher dimension 
(this why hyperplane term came out). Several kernel 
function are shown by table 1.  

 

Fig. 4. Data Transformation by Kernel Function 

Even we use such kernel to make the data linearly 
separated, in fact the data may still in a non-linearly 
separated form. By this condition, SVM hyperplane has 
change into (13) with the parameter given by (14) as a dual 
form of (12), with  as soft margin parameter in SVM. 
The constant value  compromise between margin 
maximization and training error minimization. A high value 
for  give a high penalization on errors that lead to hard-
margin SVM, while the other is conversely. That is how 
SVM work for classifier, in particular binary classifier since 
it classifies two class naturally. 

 
    (13) 

 

    
subject to    
and        (14) 
 
 

TABLE I.  KERNEL FUNCTION 

Function Name 

  Linear Kernel 

  
Polynomial 
Kernel 

  RBF Kernel 

  
Exponential 
Kernel 

  
Sigmoid 
Kernel 

  Hybrid Kernel 

 

Notice, for Radial Basis Function (RBF) kernel with  
 it also called Gaussian Kernel. 

IV. SEQUENTIAL MINIMAL OPTIMIZATION (SMO) 

SMO is a simple algorithm to find optimal value of 
Lagrange multipliers in quadratic programming. It is only 
use two Lagrange multipliers as a sub-problem and 
iteratively solve the optimization problem by using equation 
(14) [11]. 

  

subject to  
   (if ), 
 ,  (if )      (14) 
 
with   

         (15) 

        (16) 

        (17) 

          (18) 

where  equal to .  

 By using first order differentiation this objective function 
(14) can be analytically solved. 

V. EXPERIMENT AND RESULT 

This research conducted three experiments scheme in 
order to find best SVM model to classify happy (labeled as 
0) and sad (labeled as 1) face image by using some 
hyperparameters. By using cross validation (with 5 fold) in 
train data every hyperparameter were test and select one 
optimum hyperparameter as a best model to test data. The 
scheme experiment detail shown by Table II and Figure 5. 

 
Fig. 5. Research Scheme 
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TABLE II.  KERNEL FUNCTION 

Scheme Kernel Hyperparameter 

1 RBF 

 0.1 and 
 = {1/||feature||, 1/(||feature||.var_feature ( )) 

 1 and 
 = {1/||feature||, 1/(||feature||.var_feature ( )) 

 10 and 
 = {1/||feature||, 1/(||feature||.var_feature ( )) 

2 Polynomial 

 0.1,  2 and { 0.1, 1, 10} 

 1,  2 and { 0.1, 1, 10} 

 10,  2 and { 0.1, 1, 10} 

3 Linear  {0.1, 1, 10} 

Happy and sad image in this research was taken from 
facial expression recognition 2013 (FER-2013) dataset. 
There are 100 grayscale face images for each happy and sad 
expression with 48 x 48 pixels was used. These images has 
various face pose, some example shown by Figure 6. The 
dataset then randomly set as train and test data where 150 
images are set into train data and 50 images set into test data. 
Same proportion of happy and sad image for both train and 
test data.  

In order to gain a SVM model (as an output of training 
phase), sequential minimal optimization (SMO) applied to 
find support vector along with the associated weight as a 
model. The model used feature vector as an input gained 
from feature extraction using HOG feature descriptor 

. This feature are transformed using radial basis 
function kernel (RBF) with , polynomial kernel with  and 

, and linear kernel. In every hyperparameter set 
in each scheme, cross validation was 

conducted. Afterward, there is 18 model gained from 5 
repetition in cross validation showed their performance in 
Table (III, IV, … IX). Also, the detail of training and testing 
phases shown by Figure 7. 

 

 
Fig. 6. FER-2013 Image Dataset 

 

Fig. 7. Training and Testing Phase 

Feature vectors are HOG feature descriptor set by 25 
block x 4 cell x 9 bin. It has 8 x 8 pixel in every cell and 2 x 
2 cell in every block with stride equal to 1. Starting from the 
grayscale image, all the magnitude value of image was 
grouped by gradient set into 9 bin in every cell. This group of 
magnitude formed histogram called histogram of oriented 
gradient. Afterward, every cell group into block and was 

normalized by L2 norm. The feature extraction proses shown 
by Figure 1.a. 

First scheme of this research used RBF kernel with two 

different values of . Shown by Table III, for , both 

of them has a similar result, 0.70 and 0.73 where  is 
variant of feature vector (from HOG feature descriptor). 

However, second  model has low recall value indicating 

low sad emotion recognition compare to first  model.  

For the rest  value in this scheme (shown by Table IV 

& V) give same similar pattern, second  value (the lowest 
value) gives a better result than other. It indicates the higher 
curved transformed features, the better result. Best result in 

this scheme it is shown by second  value with high 
“tolerance” C value, 10. That is, 0.79 accuracy value with 
fair precision and recall value (0.79 & 0.72). 

TABLE III.  RBF KERNEL FOR  

Fold 

 and  
 and 

   

Prec Rec 
f1-

score 

Acc 
Prec Rec 

f1-

score 

Acc  

1 0.71 0.80 0.75 0.73 0.75 0.80 0.77 0.77 
2 0.75 0.80 0.77 0.77 0.91 0.67 0.77 0.80 
3 0.83 0.67 0.74 0.77 0.91 0.67 0.77 0.80 
4 0.62 0.53 0.57 0.60 0.64 0.47 0.54 0.60 
5 0.61 0.73 0.67 0.63 0.73 0.53 0.62 0.67 
average 0.70 0.71 0.70 0.70 0.79 0.63 0.69 0.73 

TABLE IV.  RBF KERNEL FOR  

Fold 

 and   and    

Prec Rec 
f1-

score 

Acc 
Prec Rec 

f1-

score 

Acc  

1 0.71 0.80 0.75 0.73 0.75 0.80 0.77 0.77 
2 0.75 0.80 0.77 0.77 0.92 0.80 0.86 0.87 
3 0.83 0.67 0.74 0.77 0.85 0.73 0.79 0.80 
4 0.62 0.53 0.57 0.60 0.62 0.53 0.57 0.60 
5 0.61 0.73 0.67 0.63 0.75 0.60 0.67 0.70 
average 0.70 0.71 0.70 0.70 0.78 0.69 0.73 0.75 

TABLE V.  RBF KERNEL FOR  

Fold 

 and   and    

Prec Rec 
f1-

score 

Acc 
Prec Rec 

f1-

score 

Acc  

1 0.71 0.80 0.75 0.73 0.75 0.80 0.77 0.77 
2 0.75 0.80 0.77 0.77 0.79 0.73 0.76 0.77 
3 0.83 0.67 0.74 0.77 0.80 0.80 0.80 0.80 
4 0.62 0.53 0.57 0.60 0.62 0.67 0.65 0,63 
5 0.61 0.73 0.67 0.63 1.00 0.60 0.75 0.80 
average 0.70 0.71 0.70 0.70 0.79 0.72 0.75 0.79 

 
Second scheme shown by Table VI-VII, where 

polynomial kernel is used with  (intercept) 
and  (degree). In this scheme, all SVM model give 
similar result around 0.70 accuracy. However, best 
performance was given by  and  SVM model 
with 0.77 accuracy and fair f1-score 077. 

Last scheme, shown by Table IX used linear kernel. The 
best performance in this scheme given by  or  
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with same f1 score, as they shared same performance. All the scheme used in this research has low performance in fold 4. 

TABLE VI.  POLYNOMIAL KERNEL FOR  

Fold 
 and   and   and  

Prec Rec f1-score acc Prec Rec f1-score Acc  Prec Rec f1-score Acc  

1 0.75 0.80 0.77 0.77 0.75 0.80 0.77 0.77 0.71 0.80 0.75 0.73 
2 0.92 0.80 0.86 0.87 0.92 0.80 0.86 0.87 0.73 0.73 0.73 0.73 
3 0.83 0.67 0.74 0.77 0.79 0.73 0.76 0.77 0.79 0.73 0.76 0.77 
4 0.67 0.67 0.67 0.67 0.65 0.73 0.69 0.67 0.60 0.60 0.60 0.60 
5 0.75 0.60 0.67 0.70 0.79 0.73 0.76 0.77 0.91 0.67 0.77 0.80 
average 0.78 0.71 0.74 0.76 0.78 0.76 0.77 0.77 0.75 0.71 0.72 0.73 

TABLE VII.  POLYNOMIAL KERNEL FOR  

Fold 
 and   and   and  

Prec Rec f1-score acc Prec Rec f1-score Acc  Prec Rec f1-score Acc  

1 0.72 0.87 0.79 0.77 0.72 0.87 0.79 0.77 0.72 0.87 0.79 0.77 
2 0.75 0.80 0.77 0.77 0.75 0.80 0.77 0.77 0.75 0.80 0.77 0.77 
3 0.76 0.87 0.81 0.80 0.76 0.87 0.81 0.80 0.76 0.87 0.81 0.80 
4 0.61 0.73 0.67 0.63 0.59 0.67 0.62 0.60 0.61 0.73 0.67 0.63 
5 0.91 0.67 0.77 0.80 0.91 0.67 0.77 0.80 0.91 0.67 0.77 0.80 
average 0.75 0.79 0.77 0.75 0.75 0.78 0.75 0.75 0.75 0.79 0.76 0.75 

TABLE VIII.  POLYNOMIAL KERNEL FOR  

Fold 
  and   and   and  

Prec Rec f1-score acc Prec Rec f1-score Acc  Prec Rec f1-score Acc  

1 0.72 0.87 0.79 0.77 0.72 0.87 0.79 0.77 0.72 0.87 0.79 0.77 
2 0.75 0.80 0.77 0.77 0.75 0.80 0.77 0.77 0.75 0.80 0.77 0.77 
3 0.76 0.87 0.81 0.80 0.76 0.87 0.81 0.80 0.76 0.87 0.81 0.80 
4 0.61 0.73 0.67 0.63 0.59 0.67 0.62 0.60 0.59 0.67 0.62 0.60 
5 0.91 0.67 0.77 0.80 0.91 0.67 0.77 0.80 0.91 0.67 0.77 0.80 
average 0.75 0.79 0.77 0.75 0.75 0.78 0.75 0.75 0.75 0.78 0.75 0.75 

TABLE IX.  LINEAR KERNEL 

Fold 
     

Prec Rec f1-score acc Prec Rec f1-score Acc  Prec Rec f1-score Acc  

1 0.71 0.80 0.75 0.73 0.72 0.87 0.79 0.77 0.72 0.87 0.79 0.77 
2 0.75 0.80 0.77 0.77 0.71 0.80 0.75 0.73 0.71 0.80 0.75 0.73 
3 0.83 0.67 0.74 0.77 0.76 0.87 0.81 0.80 0.76 0.87 0.81 0.80 
4 0.62 0.53 0.57 0.60 0.61 0.73 0.67 0.63 0.61 0.73 0.67 0.63 
5 0.61 0.73 0.67 0.63 0.91 0.67 0.77 0.80 0.91 0.67 0.77 0.80 
average 0.70 0.71 0.70 0.70 0.74 0.79 0.76 0.75 0.74 0.79 0.76 0.75 

 

After all scheme are conducted, then the unseen data 
(feature that not used for train and test in cross-validation) 
will be recognized by best model achieved before. As result, 
Shown by Table X, RBF kernel and linear kernel has 
decreasing result compare to their scheme before, along with 
linear kernel. However, polynomial consider to be the best 
SVM model to recognize sad and happy face image in 
fer2013 dataset. 

In addition, comparing our proposed method with [27] by 
using specific parameter b = 1 and C = 0.1 on quadratic 
polynomial kernel, in only two expressions happy and sad, 
we gain better result. Also, in [27] show, for overall 
performance in all basic expression (7 expression), the 
accuracy is 0.57 and then by using only two common 
expression it increased by 0.64 accuracy as a pose-variant 
reduced. Moreover, by using small and balanced dataset it 
increased by 0.72 accuracy as our proposed method. 

 
 

 

TABLE X.  TEST DATA 

Kernel C Prec Rec f1-score Acc 

RBF: 

  10 0.72 0.60 0.65 0.62 

Polynomial 
 and  

0.1 0.72 0.72 0.72 0.72 

Linear 1 0.76 0.61 0.68 0.64 
Linear 10 0.76 0.61 0.68 0.64 

TABLE XI.  TEST DATA 

Kernel b, C 

Acc. 

For Happy and Sad 

Expression 

Qubit 
Polynomial 
Kernel [27] 

- 0.64 

Proposed 
Method: 
Quadratic 
Polynomial 
Kernel 

b=1, 
C=0.1 

0.72 
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VI. CONCLUSION 

In this research the best model is given by polynomial 
kernel, 0.72 accuracy where  and  with . 
however, for each kernel such as RBF kernel, best model 
given by lowest  value with  and for linear kernel, 
best model given by  or . 

In addition, reducing some pose variant by involving 
only two common expression and using small balanced 
dataset give a fair performance. This can be another task for 
FER in real world (wild condition) dataset, such FER2013, 
to select some feature extraction/descriptor that can handle 
pose-variant in future. It happens not only in conventional 
approach but also in deep learning approach. And not to be 
forgotten, there is also a problem in unbalanced dataset. 
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