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Abstract—The facial image grouping runs automatically using
the Agglomerative Hierarchical Clustering (AHC) algorithm.
The pre-processing performed is feature extraction to get the
vector feature of the face image. The AHC algorithm performs a
grouping of face image vector features using Manhattan Distance
and linkage average, single, and complete linkage methods.
Testing cluster validation by comparing the value of Cophenetic
Correlation Coefficien (CCC) and comparing the time of face
image recognition process using clustering process and without
using clustering process. From the test results, it is known that
the complete method has a higher CCC value than the other 2
methods, that is equal to 0.904938 with the difference in value of
0.127558 on the single method and the difference of 0.02291 in
the average method. Face image recognition system uses
clustering process faster than using clustering process.

Keywords— Clustering; AHC; Single Linkage; Complete
Linkage; Average Linkage;

I INTRODUCTION

Content Based Image Retrieval (CBIR) is the image
process of a database or digital image library in accordance
with the visual content of the image [ 1]. CBIR only focuses on
image search using queries on large image databases based on
texture, color, shape, and region features. The grouping of
facial image can be used to speed up the image search process
on facial image recognition system using Image Processing
Science. Face recognition is faster and more accurate on
CBIR[2] [3][4].

Grouping is divided into two types, namely hierarchy and
non hierarchy[5]. Hierarchical Clustering is a grouping
algorithm by fcﬂu'ng hierarchies of similar data into a tree or
dendogram. In Hierarchical Clustering there are two ways of
grouping, namely agglomerative and divisive. Agglomerative
clustering process based on the amount of data grouped into
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hierarchy - hierarchy, then hierarchy - the hierarchy becomes a
hierarchical unity.

Extraction facial image feature to get vector feature using
Local Binary Pattern (LBP). The distance between the vector
features is calculated using the manhattan distance which is
subsequently grouped using the Agglomerative Hierarchical
Clustering (AHC) algorithm. Manhattan Distance provides
relatively higher results than Euclidean Distance with high
probability [6].

This study focused on comparing the three methods of the
AHC algorithm, namely Single Lingkage, Complete Lingkage,
and Average Linkage in categorizing facial images and
helping to improve the speed of face recognition system.

II. CLUSTERING

A. Local Binary Pattern (LBP)

LBP represents a pixel which formed by a 3x3 matrix as a
comparison between the center pixel and its surrounding pixel
which then converted into binary numbers. The comparison
assumes that if the surrounded pixel value is greater than the
central pixel value than it will be 1 otherwise 0. After we get 8
binary numbers in each pixel then it will be replaced with the
decimal form to get the result.

The LBP algorithm formula can be expressed as the
following formula:

7 . 23
LBP(x.y) =), f(g,—g.)2" (1)

Information:

Gy : central pixel value




G. : the pixel value around the center
P : number of pixels mmd the center
And the function f (x) is defined as follows:

reo =422}
B. Agglomerative Hierarchical Clustering
Agglomerative Hierarchical clustering is a clustering
algorithm based on the proximity distance between two
images into a hierarchy. This process repeats itself until it gets
some hierarchy. The hierarchy with the closest distance is
combined into one hierarchy. The proximity to the new
hierarchy then recalculated and the closest hierarchy is merged
again. The process is repeated until all the data (object)
clustered into one hierarchy.
Calculating the spacing between two images using the
Manhattan Distance formulated in formula (2):

d=2 lu-v )
where:
d  : thedistance between the image ofu and v.
T : number of variables.
7

i :thevalue of uon i variable.

V;  :the value of v on i variable

The distance between images is written into a matrix
called distance matrix. In order to determine the distance
between the two Hierarchical

clusters, Agglomerative

clustering has 3 methods of grouping data, namely:

1. Single Linkage

Single Linkage classifies data based on the closest distance
(Min) between the
formulated in formula (3):

hierarchy. Single Linkage can be

d(uv)w = Min|[d (uw),d(vw)] 3)

where :

u : the image of u

v : the image of v

w : the image of w

d“v)w : the distance between the hierarchy B and w.
d(uw) . the distance between the hierarchy uand w.
d(vw)

: the distance between the hierarchy v and w.

2. Complete Linkage

Complete Linkage categorizes data by the furthest distance
(Max) or the maximum distance
Complete Linkage can be formulated in formula (4):

between hierarchies.

d(w)w = Max[d uew),d(vw)| )

where :
u : the image ofu
4 : the image of v
w : the image of w

UV)W : the distance between the hicrarchy and w.
d(uw) the distance between the hierarchy u and w.
d(VW) . e distance between the hierarchy v and w.

3. Average Linkage

Average Linkage classifies data based on the average
distance between the hierarchy. Average Linkage can be
formulated in formula (5):

_d(uw) +d(w)

duyw=——"——"— ()
2

where :

u : the image ofu

v : the image of v

3] :ghhe image of w

d(uv)w : the distance between the hierarchy uv and w.
d(uw)  the distance between the hierarchy u and w.
d(vw) : the distance between the hierarchy v and w.

1. METHODOLOGY
A Data

The data used as many as 200 images from 20 people,
each person taken 10 images with different sides and the same
background. With the rules on the image of the face still looks
both eyes, nose and mouth. The image is used as training data
with ensions of 150x150 pixels. Examples of face image
data can be seen in figure 1.

Fig. 1. Example of image data




B. General System

Figure 2 is a block diagram of a clustering system, where
there are 5 stages in the grouping of face images.
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Fig. 2. General Systern Diagram

In general, the steps of clustering in this research is as
follows:

1. Collect face image.

2. The feature extraction process using LBP method to get
the characteristic of face image then transformed into
vector feature form

3. Vector feature will be stored in the database.

4. Then do the clustering process using the AHC method on
the vektor of the face image in the database.

5. Save clustering result.

IV. IMPLEMENTATION AND RESULT

The grouping process starts after getting the value of
the vector feature. Grouping begins by calculating the distance
between objects using formula (2), to get all the distance
between objects can be calculated and then written into a
matrix called distance matrix.

Distance matrix is grouped into several groups
according to the three methods. Similarities, the closest
distance to the formula (3), the farthest distance by the
formula (4), or by the mean distance between the image and
the other image by the formula (5) The result of the grouping
is the grouped vector feature database.
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Fig. 4. Result of complete lnkage
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Fig. 3. Result of single linkage
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Fig 5. Result of average linkage
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Figure 3, 4, and 5 are the result dendograms of the face
image groupings of the three methods of the AHC algorithm.
All three methods produce 199 clusters. The validation of the
cluster results of each method using Cophenetic Correlation
Coefficient (CCC).

CCC is the correlation coefficient between the original
matrix elements of distance matrix and the resulting elements
of the dendogram (Cophenetic matrix)[7]. CCC can be
formulated in formula (6):

3 ld —d)d, —d.)

J[Z o, —&)3}[2 dy . )2}
®)

Keterangan :
m’h : cophenetic correlation coefficient

d - the distance matrix between object i and k

coph =




d - average of @i
d_ i distance of cophenetic object i and k
1;‘(: : average of d o

The resulting value of cophenetic correlation coefficient
ranges between -1 and 1. The closer to the value of 1 means
the quality resulting from the clustering process is said to be
good, whereas if the value of CCC approaching value -1

the same without using the clustering process as much as 10
times the introduction experiment and using clustering
process 10 times the introduction of experiments on each
method. Testing the computing time of this facial recognition
system proves whether the three proposed methods can help
reduce the time of face recognition system in recognizing
face image.

means that the rcsulting quality of the cluslcring process is not TABLEIL TABLE IL lNJR()L[)':ljiéi[;)N OF FACE IMAGE USING 1 OBJECT
good.
Recognitio Computation Computation time uses clustering process
TABLE L COPHENETIC CORRELATION COEFFICIENT VALUES nto - time without (s)
clustering
Single Linkage Complete Linkage Average Linkage process (s) Single Complete Average
Linkage Linkage Linkage
0777381 0-904938 0-BE2028 1 0.781 0.759 0.607 0.779
2 0.781 0.764 0.754 0.765
In Table I the wvalue of Cophenetic Correlation 3 0.797 0.754 0.075 0.766
Coefficient obtained is single linkage is 0.777381, complete 1 0829 0755 0754 0766
circle is 0.904938, and _th_c average linkage is 0.882028. All 3 0797 ET] e 0763
three methods have a CCC value close to 1, which means the : e &7 Res 50
three methods are able to group well on the research data (200 . i — i
face images). However, from the three methods it is known { 0766 0771 0.%1 0.765
that the Complete Linkage method has a higher CCC value 8 0.766 0.779 0.754 0.765
than the other two methods with a difference of value of 9 0.781 0.754 0.750 0.765
0.127558 on single linkage method and the difference of 10 0813 0753 0.764 0.766
0.02291 on the average ﬁﬂ!ragel mcthoq, This shows the Ralo—raia %I Tz 05055 762
complete linkage method is better in grouping research data of
12.76% of the single linkage method and by 2.29% of the
Average Lmlrage method. TABLE 111 TABLE IL INTRODUCTION OF FACE IMAGE USING 6 OBIECT
The CBIR speed time test using AHC is calculated ’ ’ IMAGE ) ' )
using the start time and stop time of program execution.
Computation time is done to get the computation time of each Recognitio | Computation Computational time using clustering
method process in assisting face recognition system in nto- time without process (s)
recognizing face image. CBIR speed computation time test clustering (s)
without clustering and CBIR with clustering using AHC is Single Complete Average
done with the formula in equation (7), that is: Linkage Linkage Linkage
1 0.779 0.722 0.766 0.757
R _ ZW 2 0.897 0.751 0.750 0.758
2lm e n ™ 3 0.766 0.765 0.750 0.772
Keterangan : 4 (L8TS 0.754 0. 766 01.755
R,.. :theaverageoftime 5 0.781 0.757 0.765 0.757
n < number of variables 6 0.766 0.755 0.751 0.758
w : computing’s time 7 0.780 0.753 0.797 0.752
] 0.766 0.776 0.750 0.756
Tables 1I and III are the results of calculating the 9 078 0751 0750 0776
computational time of the face recognition system using
. . . . 10 0.766 0.770 0.750 0.753
clustering and without clustering. The average value of time
calculation result is calculated using formula 7. In Table 11 Rr":a‘ 0.795% 07554 07505 07554

experiment introduction on 1 object (1 face image) the same
without using clustering process as much as 10 times
introduction experiment and using clustering process 10
times introduction experiment on each method. While in
table 111 experiment introduction on 6 objects (6 images face)

In table II test for face recognition not real-time on 1
object, it is known that the three methods are able to increase
the speed of face recognition system with single linkage




method by 3.49%, complete linkage method is 23.13%, and
the average circumference method is 2.25%.

In testing table III for face recognition not real-time on
6 objects, it is known that the three methods are able to
increase the speed of face recognition system with single
linkage method 5.08%, complete linkage method is 4.56%,
and the average linkage method is 4.57%.

V. CONCLUSION

From the results of testing new AHC method with single
method, complete, and average of good association of faihhl
image grouping. Among the three methods, it is known that
the Complete Linkage method is better than the other two
methods (single and average linkage).

Facial image recognition using 3 Agglomerative
Hierarchical Clustering methods can help improve the
computing time speed of face recognition system.
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