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Abstract— Hexacopter is a member of rotor-wing Unmanned
Aerial Vehicle (UAV) which has 6 six rotors with fixed pitch
blades and nonlinear characteristics that cause controlling the
attitude of hexacopter is difficult. In tiSpaper, Modified Elman
Recurrent Neural Network (MERNN) is used to control attitude
and de of Heavy-lift Hexacopter to get better performance
than Elman Recurrent Neural Network (ERNN). This Modified
Elman rrent Neural Network has a self-feedback which
provides a dynamic trace of the gradients in the parameter space.
In the self-feedback, the gain coefficients are trained as
connection weigZd, This connection weight could enhance the
adaptability of Elma current Neural Network to the time-
varying system. The flicht data are taken from a real flight
experiment. Results show that the Modified Elman Recurrent
Neural Network can increase performance with small erfsf and
generate a better response than Elman Recurrent Neural
Network.

Keywords— Direct Inverse Control; Efmtmﬁ:‘urrem Neural
Network; Heavy-lift Hexacopter; Modified an Recurrent
Neural Network.

I. INTRODUCTION

The hexacopterfgfsk been developed and studied in this
decade due to its advantages such as vertical take-off and
landing (VTOL), maneuvers, and hover|[1, 2]. The hexacopter
has six motors as actuators with propellers which are mounted
on a rigid body frame making 120 degrees of angle from each
other. The Propellers of hexacopter have three sets of
clockwise counter-clockwise. Each propeller of the
hexacopter produces an upward thrust by pressing air
downwards. The angular velocity of the rotors can be
controlled based on this pmpell%cunﬁgﬂratiun, The other
advantages of this hexacopter are the possibility of managing
one or more or failures and ability able to lift more
payload[3-5]. of the main issue related to the use of
hexacopter is attitude and altitude control. However,
controlling the hexacopter is not easy as it has the nonlinear
system, multivariable and coupling parameters and unstable
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systems[6, 7]. Therefore, it is important to obtain a precise
controller of a hexacopter in order to overcome the problem
and perform the missions. Researchers have studied many
methods to solve the problems of hexacopter control systems
such as PID[8], PID-LQR[9], Back Stepping control[10] but
these methods have limitations to be working on a nonlinear
system. The ot¥¥methods i.e. fuzzy logic[l1], and Neural
Network[5, 12] have been developed to solve the problem of
control hexacopter. These methods especially neural network
can work with nonlinear system and adaptive to the
environment. In the previous work, control of heavy-lift
hexacopter using Neural Network has been conducted. The
Neural Network using Elman Recurrent Neural Network
(ERNN) algorithm as learning algurit@ is similar to the
Backpropagation learning mechanism. The Elman recurrent
neural network (NN) is a subgroup of f#urrent network model
that has an additional layer used to memorize previous
activations of the hidden neurons and feed to all the hidden
neurons after the one-step time delayed. The Elman Recurrent
Neural Network has been successful to control heavy-lift
hexacopter and show a good response and small error on the

tcstma given[5].

In this paper, the Modified Elman Recm@ Neural
Network is used to improve the performance and the dynamic
characteristics of Elman Recurrent Neural Network in
controlling heavy-lift h@)pter. This modification is
performed by adding a self-feedback connection witl fixed
gain on the context layer. This self-feedback causes the output
context layer at a time k equals to the output of hidden layer at
k-1 time. Therefore, it could increase dynamic characteristic of
the system, and convergence speed[13]. Modified Elman
Recurrent Neural Network has been used as controller
permanent magnet synchronous generator (PMSG) system[13],
predictioggmgtwork traffic[14], and fault diagnosis[15].

This paper is organized as follows: Section 1 describes
introduction. Section 2 describes the heavy-lift hexacopter
model. Section 3 describes the direct inverse control neural
networks using the Modified Elman Recurrent Neural Network
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(MERNN) learning algorithm. Section 4, experiments result
and analysis of the developed controller of the heavy-lift
hexacopter is conducted and presented. To sum up to a
summary is presented in the last section.

II. MODEL OF HEXACOPTER

A. Dynamic Model of Hexacopter

The dynamic characteristic briefly describes attitude
hexacopter according to the geometry of hexacopter. This
hexacopter consists of six rotors located orthogonally at fixed
body frame shown in Fig 1. The combination o pair rotors
makes three movements of hexacopter ie. Roll (rotation
around the X axis), pitch movement (rotation around the [
axis), yaw (rotation about the Z axis). Roll movement 1s

obtained when the balance of rotors 1, 2 and 3 (or 6, 5 and 4)

changed (speed increases or decreases). Pitch movement 1s
obtained when the balance of the speed of the rotors 1 and i or
3 and 4) is changed and yaw movement is got when by a
simultaneous change of speed of the motors (1, 3, 5) or (2, 4,
6).

B. Kinematic of Hexacopter

The kinematic characteristic is a connection between fixed
body frame and earth inertial frame. In Fig 1, the frame
structure of hexacopter and rotation directigefjof the rotors are
illustrated. From this figure, it is seen that hexacopter motion
has two reference systems i.e. body fixed frame and earth
inertial frame.

Body Fixed Frame

2 (inta earth)

gg. 1. The structure of hexacopter and its frame

The direction of motor rotation and thdBrientation of the
hexacopter is presented in Fig. 1. It shows three Euler angles,
namely roll angle ¢, pitch angle 0, and yaalg]c w that is in
form of vector n = [ ¢, 0, y]”. Vector £ =[x, y, z | shows the
position of the hexacopter i inertial frame. Therefore, the
transformation matrix of the body-fixed frame [§l} to the earth-
fixed frame (E) and rotation matrix is obtained by:

1 singtanf cosg tan & (1)
T=\0 cos ¢ sin ¢
0 sin ¢sec & sec# cos @

cos & cos @ cos W sin @sin @ - cos @siny cos @ cos psin @ + sin gsing | (2]
cos @sinyr cos @eos yr + sin @ sin @sin yr ome)smwsmo—omysma|
= sin & cos @sin @ cos & cos @ 1

So, the equation below is the dynamic model of hexacopter

(6 3)

X = —(sin y sin @+ cos p sin & cos w}”—'
m

¥ = (- cos ¢ sin & sin - cos posin w]”—'
i

Z =g+ (cos & cos a]”—'
]

G=(@wif 1 _Jer i1,
g =(owif_ - L3 I
wo={pdl, —ﬁ* i,

where 4 4 are the hexacopter’s angular accelerations in
the B axis, while £,#,# are the hexacopter’s linear accelerations
in the E axis, ;... i, are the moments of body inertia at xyz-

axis, g is the gravity speed, and m is the mass of the
hexacopter.
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Fig. 2. Block Diagram of Heavy-lift Hexacopter Control System

Block diagram of a control system for heavy-lift hexacopter
in general depicted in Fig. 2. The roll (¢), pitch (0) and yaw (y)
movement of heavy-lift hexacopter are controlled by attitude
control so lgfoutput and the input reference are similar. This is
called the imner loop control. But the outer loop control is used
to control the y movement which directly depicts the real
position of the heavy-lift hexacopter.

III. DIRECT INVERSE CONTROL BASED ON ELMAN RECURRENT
NEURAL NETWORK

A ct Inverse Control (DiC)

Neural Network Direct inverse control (NN-DIC) is the
simplest solution for control of a nonlinear system that consists
of connecting in series the inverse model and the plant. The
dynamic properties are eliminated by training on the inverse
model as inverted to the plant[16, 17]. Thus, it makes the input
of the inverse model is similar to the desired output plant. It
caused the inverse model function as a controller that makes a
similar response to the given reference signal. NN-DIC consist
of systeh identification and an inverse model. Block diagram
of the neural networks based direct inverse controller scheme
(NN-DIC) is presented in Fig. 3. As seen in this figure, NN-
DIC scheme can be experimentally simulated by using a
system identification and an inverse model and Fig. 4. show
training configuration scheme of system identification and
inverse model.
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B. gﬂan Recurrent Neural Network (ERNN)

E]mana:urrcnt Neural Network is developed by Jeffrey
Elman as one kind lobally feed-forward locally recurrent
network model[ 18]. Elman Recurrent Neural Network (ERNN)
consists of four layers, i.e., an input layer, a context layer, a
hidden layer, and an output layer. ERNN has been widely
researched for the purpose of system identification, predicting,
fault diagnosififethd forecasting[15, 19]. Fig 5. shows the
architecture of Elman Recurrent Neural Network.

Oulput unit
yik)
U,
Hidden unit uy
zi
— -"'“\-:ny- -
I LG |G
Input unit x{i) “._ M e
Contaxt unit C(k-1)
Fig. 5. Elman Recurrent Neural Network Arghiitecture

As shown in Fig. 5, ERNN can be considered to be a
special type of neural network with connections from the
hidden layer to the context layer. The context layer is an
additional layer that functions as a memory to memorize
revious activations of the hidden layer and to feed all the
Eﬂdcn layer after the one-step time delay. Therefore, ERNN

s a special explicit memory to save the te 1 information
in the context layer. Furthemmore, ERNN can approximate
high-order dynamic systems, and its converge speed is fast
enough. Gﬁ from the Fig. 5. that the input is x(k), the output
is yink(k) the total input to the hidden layer j is zinj(k),
then the equations oftErchitecture are:

2, (k) =D 1y

=G, (k) +v, (k= 1)x(k) (4)

z, (k)= f(z,) (5)
C.(ky=z(k-1) (6)

Vi (k) =3l —1)z, (k) 7

where w;; is the weights of the hidden layer to the output
layer. u; 1s the weights of the context layer to the hidden layer,
vy 1 weights of the input layer to the hidden layer and /'is
the activation function of the hidden layer. The ERNN training
is similar to the backpropagation training. In learning algorithm
of ERNN, the training wédcme iteratively by minimizing the
resulting error E: or the difference between the actual output
va(k) and the output generated by the network yi.(k) expressed
as:

B =000 -3 Y (8)

Based on the error valglin equation (8), the weights of
each layer can be modified by the fwwing equations:

0E,
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3E
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Where J :fl:!'nj ejlk=1) (12)
27 [A

The general weight modification in the gradient descent
method is:

BEA_
Aw=-—n—% (13)

dw

5o
Awy (6= 10 () = v (62 (K) (14)
41

Av (k) = 1y (k) = 3 GO, (k= 1) [z, x(k) (15)
Au, (ky=0(y, (k)= v, (k)w, k=1 fz,c (k=1) (16)

where 1 is the learning rate value.

C. ified Elman Recurrent Neural Network (MERNN)

¢ modified Elman network is a type of recurrent neural
network with four layers of“heurons i.e. the input layer, the
hidden lagelr, the context layer and the output layer. The
MERNN differs from the original ERNN by having self-
feedback ] with fixed gain in the context layer. Fig 6.
depicts the modified Elman network.
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Fig. 6. Modified El urrent Neural Network Architecture

Fig. 6. shows the Ellf-feedback () in the context layer that
has value 0 < < /. When the gain [} is zero, the MERNN is
identical to the original ERNN. In this paper, the value of J} is
0.01. Generally, equation MERNN is similar to ERNN, but it is
different in context layer as MERNN use self-feedback (§). the
equations of the archﬁure MERNN are:

2, () = > 10, (k=1 C, (k) +v, (k= Dx(k) (17
k) =f(z,) (18)
CJ(k)::,(g)arﬁ:,(k-l) (19)
Vipg (B) = Zwy; (k =1z ; (k) (20)

While training algorithm of ME
Aoy (R) =00y g (6) = 3,0 (KD)= ; (k)
Av (ky=nly, )=y, (B)w k=D f'z, x(k (22)

8, S ORY= 10 (0= e () 1)

(21

=i (23)
du (k—1)

o, (24)
au,j(k—l)_‘1r 2y (K)

Substitute (24) into (19) gives q
5 p ety gD (23)
W, ) u, (k-2)
Equation (25) can provide an Bitc impulse response.
This is the reason why the MERNN was able to model higher-
order dynamic systems.

IV. EXPERIMENTAL RESULT

In this research, experiments are done by using real data
flight of a heavy-lift hexacopter that consist of one sets for
training and others for testing. The training of real flight data
using the Backpropagation algorithm in identification system
and the ERNN in inverse model. Th@necural network
configuration for this identification system as the plant model
consists of an input layer with 26 neurons, a hidden layer with
35 neuwrons and an output layer wiel 4 neurons. While, the
configuration of the inverse model consists of a single input
layer, a single hidden layer, and a single output layer with 24,

35, and 6 neurons, respectively. Fig. 7. Shows the test result of
identification training that reached its convergence in 45,000
epochs and the obtained Mean Square Error (MSE) for this
training was 4.5/1 x 10 On the testing stage, the obtained
MSSE was (1.0033.
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Fig. 7. System Identification Test Responses

The test result for thmvcrsc model is shown in Figure 8.
The training required 3 3, 000 epochs to produce a training MSE
of 0.0197 and MSE of testing is (0.0820.
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Fig. 8. Inverse Model Test Responses

Testing of NN-DIC done after the weight of the training
and testing of system identification and fillverse model is
obtained. The result of this test is depicted mn Fig. 9. and Fig.
10. The Fig. 9. reflects that the outputs of the simulated NN-
DIC with ERNN algorithm shown in red curves are in good
agreement with the real flight test data shown in blue curves
but on a roll, pitch and yaw movement, there is a small error.
The value of Mean Square Error (MSE) is 0.0256. The Error in
roll, pitch and yaw movement is 3.88 degree, 5.26 degree, and
5.9 degree respectively. While Fig. 10. show result response
test NN-DIC with MERNN algorithm. The output response can
follow the real test data although there is a small error in roll
movement. The value of MSE is 0.0099. Error in roll




movement is 3.56 degree, pitch movement is 5.356 degree and
yaw movement is 4.3 degree.
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Fig. 9. NN-DIC ERNN test response
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Fig. 10. NN-DIC MERNN test response

The other focus in this paper is altitude. Both algorithms
show a good response and can follow the real test data. The
highest position of altitude can reach by all of the algorithms
although there is@Zlsmall error at the beginning. It is caused by
initializing when heavy-lift hexacopter starts to fly.

V. CONCLUSION @
In this paper, controlling the attitude characteristics of a
heavy-lift hexacopter using neurﬂnetworks based direct
inverse control system is developed. An Elman recurrent neural
networks and Modified Elman recurrent neural network is
utilized learning mechanism. Experiments conducted for
proving th posed algorithm could improve performance
controller. Elman Recurrent Neural Network (ERNN) and
Modified Elman Recurrent Neural Network (MERNN) can be
utilized to control the attitude of a heavy-lift hexacopter with
low error and good system response. Results show that the
MERNN algorithm has lower attitude and altitude error
compared with that of ERNN algorithm. Further
experiments are conducted n order to investigate, implement
analyze the MERN algorithm to control maneuvers of
eavy-lift hexacopter.
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